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(57) ABSTRACT

Embodiments of the present disclosure relate to a data analy-
sis system that may automatically generate memory-efficient
clustered data structures, automatically analyze those clus-
tered data structures, and provide results of the automated
analysis in an optimized way to an analyst. The automated
analysis of the clustered data structures (also referred to
herein as data clusters) may include an automated application
of various criteria or rules so as to generate a compact,
human-readable analysis of the data clusters. The human-
readable analysis (also referred to herein as “summaries” or
“conclusions”) of the data clusters may be organized into an
interactive user interface so as to enable an analyst to quickly
navigate among information associated with various data
clusters and efficiently evaluate those data clusters in the
context of, for example, a fraud investigation. Embodiments
of the present disclosure also relate to automated scoring of
the clustered data structures.
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1
INTERNAL MALWARE DATA ITEM
CLUSTERING AND ANALYSIS

CROSS-REFERENCE TO RELATED
APPLICATIONS

Any and all applications for which a foreign or domestic
priority claim is identified in the Application Data Sheet as
filed with the present application are hereby incorporated by
reference under 37 CFR 1.57.

This application is a continuation of U.S. patent applica-
tion Ser. No. 14/473,920, filed Aug. 29, 2014, titled “EXTER-
NAL MALWARE DATA ITEM CLUSTERING AND
ANALYSIS,” which application claims benefit of U.S. Pro-
visional Patent Application No. 62/020,876, filed Jul. 3, 2014,
titled “DATA ITEM CLUSTERING AND ANALYSIS.” The
entire disclosure of each of the above items is hereby made
part of this specification as if set forth fully herein and incor-
porated by reference for all purposes, for all that it contains.

This application is also related to the following U.S. patent
applications:

Docket No. Serial No. Title Filed

PALAN.235A1 13/968265 GENERATING DATA
CLUSTERS WITH
CUSTOMIZABLE
ANALYSIS
STRATEGIES
PRIORITIZING DATA
CLUSTERS WITH
CUSTOMIZABLE
SCORING
STRATEGIES

TAX DATA
CLUSTERING
MALWARE DATA
CLUSTERING
USER-AGENT DATA
CLUSTERING
TREND DATA
CLUSTERING
FRAUD DETECTION
AND SCORING
CLUSTERING DATA
BASED ON
INDICATIONS

OF FINANCIAL
MALFEASANCE
MONEY
LAUNDERING
DETECTION AND
SCORING
MALWARE DATA
ITEM ANALYSIS

Mar. 15, 2013

PALAN.235A2 13/968213 Mar. 15, 2013

PALAN.235A1P1 14/139628 Dec. 23, 2013

PALAN.235A1P2 14/139603 Dec. 23, 2013

PALAN.235A1P3 14/139713 Dec. 23, 2013

PALAN.235A1P4 14/139640 Dec. 23, 2013

PALAN.245A 14/251485 Apr. 11,2014

PALAN.249P1 14/278963 May 15, 2015

PALAN.258PR 62/036519 Aug. 12,2014

PALAN.259A 14/473860 Aug. 29,2014

The entire disclosure of each of the above items is hereby
made part of this specification as if set forth fully herein and
incorporated by reference for all purposes, for all that it
contains.

BACKGROUND

Embodiments of the present disclosure generally related to
automatic generation of memory-efficient clustered data
structures and automatic analysis of those generated clustered
data structures.

In a fraud investigation an analyst may have to make deci-
sions regarding selection of electronic data items within an
electronic collection of data. Such a collection of data may
include a large number of data items that may or may not be
related to one another, and which may be stored in an elec-

10

15

20

25

30

35

40

45

50

55

60

65

2

tronic data store or memory. For example, such a collection of
data may include hundreds of thousands, millions, tens of
millions, hundreds of millions, or even billions of data items,
and may consume significant storage and/or memory. Deter-
mination and selection of relevant data items within such a
collection of data may be extremely difficult for the analyst.
Further, processing of such a large collection of data (for
example, as an analyst uses a computer to sift and/or search
through huge numbers of data items) may be extremely inef-
ficient and consume significant processing and/or memory
resources.

SUMMARY

The systems, methods, and devices described herein each
have several aspects, no single one of which is solely respon-
sible for its desirable attributes. Without limiting the scope of
this disclosure, several non-limiting features will now be
discussed briefly.

Embodiments of the present disclosure relate to a data
analysis system that may automatically generate memory-
efficient clustered data structures, automatically analyze
those clustered data structures, and provide results of the
automated analysis in an optimized way to an analyst. The
automated analysis of the clustered data structures (also
referred to herein as “data item clusters,” “data clusters,” or
simply “clusters”) may include an automated application of
various criteria or rules so as to generate a compact, human-
readable analysis of the data clusters. The human-readable
analyses (also referred to herein as “conclusions” or “sum-
maries”) of the data clusters may be organized into an inter-
active user interface so as to enable an analyst to quickly
navigate among information associated with various data
clusters and efficiently evaluate those data clusters in the
context of, for example, a fraud investigation. Embodiments
of the present disclosure also relate to automated scoring of
the clustered data structures. The interactive user interface
may be updated based on the scoring, directing the human
analyst to more critical data clusters (for example, data clus-
ters more likely to be associated with fraud) in response to the
analyst’s inputs.

As described below, data clusters may include one or more
data items. A data item may include any data, information, or
things, such as a person, a place, an organization, an account,
a computer, an activity, and event, and/or the like. In an
example application, a human analyst may be tasked with
deciding whether an account data item represents a fraudulent
bank account. However, an individual data item oftentimes
includes insufficient information for the analyst to make such
decisions. Rather, the analyst may make better decisions
based upon a collection of related data items. For instance,
two financial transactions may be related by an identical
account identifier or two accounts belonging to one customer
may be related by an identical customer identifier or other
attribute (e.g., a shared phone number or address). Some
currently available systems assist the analyst by identifying
data items that are directly related to an initial data item. For
example, the analyst could initiate an investigation with a
single suspicious data item or “seed,” such as a fraudulent
credit card account. If the analyst examined this data item by
itself, then the analyst would not observe any suspicious
characteristics. However, the analyst could request a list of
data items related to the seed by a shared attribute, such as a
customer identifier. In doing so, the analyst could discover an
additional data item, such as an additional credit card
account, which relates to the original fraudulent account
because of a shared customer identifier. The analyst could
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then mark the additional credit card account as potentially
fraudulent, based upon the relationship of the shared cus-
tomer identifier.

Although these currently available systems can be helpful
in discovering related data items, they typically require the
analyst to manually repeat the same series of searches for
many investigations. Repeating the same investigation pro-
cess consumes time and resources, such that there are often-
times more investigations than can be performed. Thus, ana-
lysts typically prioritize investigations based upon the
characteristics of the seeds. However, there may be insignifi-
cant differences between the seeds, so the analyst may not be
able to determine the correct priority for investigations. For
instance, the analyst could have to choose between two poten-
tial investigations based upon separate fraudulent credit card
accounts. One investigation could reveal more potentially
fraudulent credit card accounts than the other, and therefore
could be more important to perform. Yet, the characteristics of
the two original credit card accounts could be similar, so the
analyst would not be able to choose the more important inves-
tigation. Without more information, prioritizing investiga-
tions, and evaluating data items, is difficult and error prone.

In contrast with these currently available systems, and as
described above, according to various embodiments the data
analysis system of the present disclosure automatically cre-
ates clusters of related data items, generates human-readable
conclusions of the clusters, scores those clusters, and gener-
ates an interactive user interface in which, in response to
inputs from the analyst, information related to the clusters
may be efficiently provided to the analyst. Accordingly, the
analyst may be enabled to efficiently evaluate the clusters.

Generation of the memory-efficient clustered data struc-
tures may be accomplished by automatic selection of an ini-
tial data item of interest (also referred to herein as a “seed”),
adding of the initial data item to the memory-efficient clus-
tered data structure (or, alternatively, designating the initial
data item as the clustered data structure, or an initial iteration
of the clustered data structure), and determining and adding
one or more related data items to the cluster. In various
embodiments, a generated cluster may include far fewer data
items than the collection of data described above, and the data
items included in the cluster may only include those data
items that are relevant to a particular investigation (for
example, a fraud investigation). Accordingly, in an embodi-
ment, processing of the generated cluster may be highly effi-
cient as compared to the collection of data described above.
This may be because, for example, a given fraud investigation
by an analyst (for example, as the analyst sifts and/or searches
through data items of a cluster) may only require storage in
memory of a single cluster data structure. Further, a number
of data items in a cluster may be several orders of magnitude
smaller than in the entire electronic collection of data
described above because only data items related to each other
are included in the cluster.

Additionally, the automated analysis and scoring of clus-
ters (as mentioned above) may enable highly efficient evalu-
ation of the various data clusters by a human analyst. For
example, the interactive user interface is generated so as to
enable an analyst to quickly view critical data clusters (as
determined by the automated scoring), and then in response to
analyst inputs, view and interact with the generated informa-
tion (including, for example, the human-readable conclu-
sions) associated with the clusters. In response to user inputs
the user interface may be updated to display raw data associ-
ated with each of the generated clusters if the analyst desires
to dive deeper into data associated with a given cluster.
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In various embodiments, seeds may be automatically
selected/generated according to various seed determination
strategies, and clusters of related data items may be generated
based on those seeds and according to cluster generation
strategies (also referred to herein as “cluster strategies™).
Also, as mentioned above, the system may generate a score,
multiple scores, and/or metascores for each generated cluster,
and may optionally rank or prioritize the generated clusters
based on the generated scores and/or metascores. High prior-
ity clusters may be of greater interest to an analyst as they may
contain related data items that meet particular criteria related
to the analyst’s investigation. In an embodiment, the system
may enable an analyst to advantageously start an investiga-
tion with a prioritized cluster including many related data
items rather than a single randomly selected data item. Fur-
ther, as described above, the cluster prioritization and sum-
mary generation may enable the processing requirements of
the analyst’s investigation to be highly efficient as compared
to processing of the huge collection of data described above.
As mentioned above, this is because, for example, a given
investigation by an analyst may only require storage in
memory of a limited number of data items associated with a
small number of clusters, and further, a number of data items
in a cluster may be several orders of magnitude smaller than
in the entire electronic collection of data described above
because only data items related to each other are included in
the cluster. Further, an analyst may not need to view many (or,
alternatively, any) data items associated with a cluster to
evaluate the cluster, but rather may evaluate the cluster based
on the automatically generated cluster information.

According to an embodiment, a computer system com-
prises: one or more computer readable storage devices con-
figured to store: a plurality of computer executable instruc-
tions; a plurality of data cluster types, each data cluster type
associated with a data clustering strategy and a plurality of
data cluster analysis rules; and a plurality of data clusters,
each data cluster associated with a data cluster type and
previously generated according to the associated respective
data clustering strategy, each data cluster further including
one or more data items and associated metadata; and one or
more hardware computer processors in communication with
the one or more computer readable storage devices and con-
figured to execute the plurality of computer executable
instructions in order to cause the computer system to, for each
particular data cluster of the plurality of data clusters: access
the particular data cluster from the one or more computer
readable storage devices; determine the data cluster type
associated with the particular data cluster; analyze the par-
ticular data cluster based on the data cluster analysis rules
associated with the determined data cluster type; determine
an alert score for the particular data cluster based on the
analysis of the particular data cluster; and generate one or
more human-readable conclusions regarding the particular
data cluster.

According to another embodiment, the alert score indicates
a degree of correlation between characteristics of the particu-
lar data cluster and the accessed data cluster analysis rules.

According to yet another embodiment, the degree of cor-
relation is based on both an assessment of risk associated with
the particular data cluster and a confidence level in accuracy
of the assessment of risk.

According to another embodiment, a relatively higher alert
score indicates a data cluster that is relatively more important
for a human analyst to evaluate, and a relatively lower alert
score indicates a data cluster that is relatively less important
for the human analyst to evaluate.
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According to yet another embodiment, each alert score for
respective data clusters is assigned to a category indicating a
high degree of correlation, a medium degree of correlation, or
a low degree of correlation.

According to another embodiment, the high degree of cor-
relation is associated with a first color, the medium degree of
correlation is associated with a second color, and the low
degree of correlation is associated with a third color.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: for each particular data
cluster of the plurality of data clusters: generate an alert, the
alert comprising the alert score, the one or more human-
readable conclusions, the one or more data items associated
with the cluster, and the metadata associated with each of the
one or more data items.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the computer system to: generate a user interface
including a list of user-selectable alert indicators, an alert
indicator being provided for each ofthe generated alerts, each
of the alert indicators providing a summary of information
associated with respective generated alerts.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: in response to a selec-
tion of an alert indicator by a human analyst: generate an alert
display, the alert display including at least an indication of the
alert score and a list of the one or more human-readable
conclusions.

According to another embodiment, the alert display further
includes a table of information associated with the one or
more data items and associated metadata of the particular data
cluster, and wherein the table of information includes a mix-
ture of information of various types.

According to yet another embodiment, the table of infor-
mation includes one or more user interface controls selectable
by a human analysis in order to filter according information
type and/or time period.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the computing system to: for each particular data clus-
ter of the plurality of data clusters: determine whether any
other data cluster having a data cluster type different from the
data cluster type of the particular data cluster is associated
with a data item that is also associated with the particular data
cluster.

According to yet another embodiment, the alert display
further indicates and provides a link to any of the other data
clusters having the data cluster type different from the data
cluster type of the particular data cluster and determined to be
associated with the data item that is also associated with the
particular data cluster of the alert display.

According to another embodiment, a notification is pro-
vided to a human analyst via the alert display when the data
cluster associated with the alert display has been regenerated
such that the data cluster is changed.

According to an embodiment, a computer system com-
prises: one or more computer readable storage devices con-
figured to store: a plurality of computer executable instruc-
tions; a data clustering strategy; and a plurality of data items
including at least: file data items, each file data item associ-
ated with at least one suspected malware file and one or more
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network indicators; and network-related data items associ-
ated with captured communications between an internal net-
work and an external network, the network-related data items
including at least one of: external Internet Protocol addresses,
external domains, external computerized devices, internal
Internet Protocol addresses, internal computerized devices,
users of particular computerized devices, or organizational
positions associated with users of particular computerized
devices; and one or more hardware computer processors in
communication with the one or more computer readable stor-
age devices and configured to execute the plurality of com-
puter executable instructions in order to cause the computer
system to: access, from the one or more computer readable
storage devices, the file data items; determine, for each file
data item of the file data items, whether or not the file data
item is been marked as a seed; and for each of the file data
items marked as a seed, generate a data item cluster based on
the data clustering strategy by at least: adding the seed to the
data item cluster; identifying one or more of the network
indicators that are associated with the seed; identifying one or
more of the network-related data items associated with at
least one of the identified one or more of the network indica-
tors; adding, to the data item cluster, the one or more identi-
fied network-related data items; identifying an additional one
or more data items, including file data items and/or network-
related data items, associated with any data items of the data
item cluster; and adding, to the data item cluster, the addi-
tional one or more data items.

According to another embodiment, each of the data items
of the data item cluster identify at least an internal comput-
erized device, a user of the internal computerized device, and
an organizational position associated with the user.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the one or more hardware computer processors
to: scan communications between the internal network and
the external network so as to identify additional network-
related data items; and store the additional network-related
data items in the one or more computer readable storage
devices.

According to another embodiment, the communications
are continuously scanned via a proxy.

According to yet another embodiment, the one or more
network indicators include at least an external Internet Pro-
tocol address or an external domain.

According to another embodiment, the one or more of the
network indicators that are associated with the seed comprise
network indicators that are contacted by the at least one
suspected malware file associated with the seed when the at
least one suspected malware file is executed.

According to yet another embodiment, determining
whether or not the file data item is marked as a seed comprises
determining whether or not the file data item has been marked
by a human analyst as a seed.

According to another embodiment, each of the file data
items is processed by the computer system by at least: initi-
ating an analysis of the file data item including the at least one
suspected malware file, wherein the analysis of the file data
item generates a plurality of analysis information items
including at least one of calculated hashes, file properties,
academic analysis information, file execution information, or
third-party analysis information; associating the plurality of
analysis information items with the file data item; and gener-
ating a user interface including one or more user selectable
portions presenting various of the analysis information items,
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the user interface usable by the human analyst to determine
one or more characteristics of the file data item and to mark
the file data item as a seed.

According to yet another embodiment, the file data item is
marked by a human analyst as a seed via a user interface of the
computer system.

According to another embodiment, initiating analysis of
the file data item and generating the plurality of analysis
information items comprises: initiating an internal analysis of
the file data item; and initiating an external analysis of the file
data item, wherein the internal analysis includes analysis
performed by the one or more hardware computer processors,
and wherein the internal analysis includes at least one of
calculation of an MDS5 hash of the file data item, calculation
of a SHA-1 hash of the file data item, or calculation of a size
of the file data item, and wherein the external analysis
includes analysis performed by at least a second computer
system, and wherein the external analysis includes execution
of'the file data item in a sandboxed environment and analysis
of'the file data item by a third-party malware analysis service.

According to yet another embodiment, the one or more
computer readable storage devices are further configured to
store: a plurality of data cluster analysis rules associated with
the data clustering strategy, and the one or more hardware
computer processors are further configured to execute the
plurality of computer executable instructions in order to cause
the one or more hardware computer processors to: for each
generated data item cluster: access the plurality of data cluster
analysis rules associated with the data clustering strategy;
analyze the data item cluster based on the accessed data
cluster analysis rules; and based on the analysis of the data
item cluster: determine an alert score for the data item cluster;
and generate one or more human-readable conclusions
regarding the data item cluster.

According to another embodiment, the alert score indicates
a degree of correlation between characteristics of the data
item cluster and the accessed data cluster analysis rules.

According to yet another embodiment, a relatively higher
alert score indicates a data cluster that is relatively more
important for a human analyst to evaluate, and a relatively
lower alert score indicated a data cluster that is relatively less
important for the human analyst to evaluate.

According to another embodiment, each alert score for
respective data clusters is assigned to a category indicating a
high degree of correlation, a medium degree of correlation, or
a low degree of correlation.

According to yet another embodiment, the high degree of
correlation is associated with a first color, the medium degree
of correlation is associated with a second color, and the low
degree of correlation is associated with a third color.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the computer system to: for each generated data item
cluster: generate an alert, the alert comprising a the alert
score, the one or more human-readable conclusions, the data
items associated with the data item cluster, and metadata
associated with the data items of the data item cluster.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: generate a user inter-
face including a list of user-selectable alert indicators, an alert
indicator being provided for each ofthe generated alerts, each
of the alert indicators providing a summary of information
associated with respective generated alerts.
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According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the computer system to: in response to a selection of an
alert indicator by a human analyst: generate an alert display,
the alert display including at least an indication of the alert
score and a list of the one or more human-readable conclu-
sions.

According to yet another embodiment, the one or more
human-readable conclusions each comprise a phrase or sen-
tence including one or more indications of summary or aggre-
gated data associated with a plurality of the data items of the
data item cluster.

According to another embodiment, generating the one or
more human-readable conclusions comprises: selecting,
based on the data cluster type associated with the particular
data cluster, one or more conclusion templates; and populat-
ing the one or more conclusion templates with data associated
with the particular data cluster.

According to an embodiment, a computer system com-
prises: one or more computer readable storage devices con-
figured to store: a plurality of computer executable instruc-
tions; a data clustering strategy; and a plurality of data items
including at least: external domain data items; and network-
related data items associated with captured communications
between an internal network and an external network, the
network-related data items including at least one of: external
Internet Protocol addresses, external domains, external com-
puterized devices, internal Internet Protocol addresses, inter-
nal computerized devices, users of particular computerized
devices, or organizational positions associated with users of
particular computerized devices; and one or more hardware
computer processors in communication with the one or more
computer readable storage devices and configured to execute
the plurality of computer executable instructions in order to
cause the computer system to: scan one or more threat lists
stored external to the internal network, each of the threat lists
including information related to previously identified mal-
ware threats and information related to those previously iden-
tified malware threats including external domain data items;
identify one or more external domain data items included in
the one or more threat lists, each of the one or more external
domain data items being associated with a malicious domain;
designate each of the identified one or more external domain
data items as a seed; and for each of the designated seeds,
generate a data item cluster based on the data clustering
strategy by at least: adding the seed to the data item cluster;
identifying one or more of the network-related data items
associated with the seed; adding, to the data item cluster, the
one or more identified network-related data items; identifying
an additional one or more data items, including external
domain data items and/or network-related data items, associ-
ated with any data items of the data item cluster; and adding,
to the data item cluster, the additional one or more data items.

According to another embodiment, data items of the data
item cluster include at least an internal computerized device,
a user of the internal computerized device, and an organiza-
tional position associated with the user.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the one or more hardware computer processors
to: scan communications between the internal network and
the external network so as to generate additional network-
related data items; and store the additional network-related
data items in the one or more computer readable storage
devices.
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According to another embodiment, the communications
are continuously scanned via a proxy.

According to yet another embodiment, identifying the one
or more of the network-related data items associated with the
seed comprises: for each of the network-related data items,
determining whether the network-related data item is associ-
ated with a communication with the malicious domain asso-
ciated with the seed; and in response to determining that the
network-related data item is associated with a communica-
tion with the malicious domain associated with the seed,
identifying the network-related data item as being associated
with the seed.

According to another embodiment, the data item clusters
are continuously updated.

According to yet another embodiment, the one or more
computer readable storage devices are further configured to
store: a plurality of data cluster analysis rules associated with
the data clustering strategy, and the one or more hardware
computer processors are further configured to execute the
plurality of computer executable instructions in order to cause
the one or more hardware computer processors to: for each
generated data item cluster: access the plurality of data cluster
analysis rules associated with the data clustering strategy;
analyze the data item cluster based on the accessed data
cluster analysis rules; and based on the analysis of the data
item cluster: determine an alert score for the data item cluster;
and generate one or more human-readable conclusions
regarding the data item cluster.

According to another embodiment, the alert score indicates
a degree of correlation between characteristics of the data
item cluster and the accessed data cluster analysis rules.

According to yet another embodiment, the degree of cor-
relation is based on both an assessment of risk associated with
the particular data cluster and a confidence level in accuracy
of the assessment of risk.

According to another embodiment, a relatively higher alert
score indicates a data cluster that is relatively more important
for a human analyst to evaluate, and a relatively lower alert
score indicated a data cluster that is relatively less important
for the human analyst to evaluate.

According to yet another embodiment, each alert score for
respective data clusters is assigned to a category indicating a
high degree of correlation, a medium degree of correlation, or
a low degree of correlation.

According to another embodiment, the high degree of cor-
relation is associated with a first color, the medium degree of
correlation is associated with a second color, and the low
degree of correlation is associated with a third color.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: for each generated data
item cluster: generate an alert, the alert comprising a the alert
score, the one or more human-readable conclusions, the data
items associated with the data item cluster, and metadata
associated with the data items of the data item cluster.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the computer system to: generate a user interface
including a list of user-selectable alert indicators, an alert
indicator being provided for each ofthe generated alerts, each
of the alert indicators providing a summary of information
associated with respective generated alerts.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
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order to cause the computer system to: in response to a selec-
tion of an alert indicator by a human analyst: generate an alert
display, the alert display including at least an indication of the
alert score and a list of the one or more human-readable
conclusions.

According to another embodiment, the alert display further
includes a table of information associated with the data items
associated with the data item cluster of the alert, and metadata
associated with the data items of the data item cluster of the
alert.

According to yet another embodiment, the table of infor-
mation includes a mixture of information of various types.

According to another embodiment, the table of informa-
tion includes one or more user interface controls selectable by
a human analysis in order to filter according information type
and/or time period.

According to yet another embodiment, the one or more
human-readable conclusions each comprise a phrase or sen-
tence including one or more indications of summary or aggre-
gated data associated with a plurality of the data items of the
data item cluster.

According to another embodiment, generating the one or
more human-readable conclusions comprises: selecting,
based on the data cluster type associated with the particular
data cluster, one or more conclusion templates; and populat-
ing the one or more conclusion templates with data associated
with the particular data cluster.

According to an embodiment, a computer system com-
prises: one or more computer readable storage devices con-
figured to store: a plurality of computer executable instruc-
tions; a data clustering strategy; and a plurality of data items
including at least: intrusion detection system reports, each
intrusion detection system report associated with at least a
source Internet Protocol address and a destination Internet
Protocol address; and network-related data items associated
with captured communications between an internal network
and an external network, the network-related data items
including at least one of: external Internet Protocol addresses,
external domains, external computerized devices, internal
Internet Protocol addresses, internal computerized devices,
users of particular computerized devices, intrusion detection
system information, network firewall data, or WHOIS infor-
mation; and one or more hardware computer processors in
communication with the one or more computer readable stor-
age devices and configured to execute the plurality of com-
puter executable instructions in order to cause the computer
system to: receive an intrusion detection system report
including a communication between a source Internet Proto-
col address and a destination Internet Protocol address; ini-
tiate an automated lookup to determine which of the source
Internet Protocol address and the destination Internet Proto-
col address is an external Internet Protocol address, the exter-
nal Internet Protocol address being external to the internal
network; designate the external Internet Protocol address as a
seed; and generate a data item cluster based on the data
clustering strategy by at least: adding the seed to the data item
cluster; identifying one or more of the network-related data
items associated with the seed; and adding, to the data item
cluster, the one or more identified network-related data items.

According to another embodiment, generating the data
item cluster based on the data clustering strategy further
comprises: identifying additional one or more data items
associated with any data items of the data item cluster; and
adding, to the data item cluster, the additional one or more
data items.

According to yet another embodiment, the data item cluster
includes at least the source Internet Protocol address, the
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destination Internet Protocol address, an internal computer-
ized device associated with an Internet Protocol address in the
cluster, a user of the internal computerized device, and
WHOIS information associated with the external Internet
Protocol address.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the one or more hardware computer processors to:
receive a second intrusion detection system report including a
communication between a second source Internet Protocol
address and a second destination Internet Protocol address;
initiate an automated lookup to determine which of the sec-
ond source Internet Protocol address and the second destina-
tion Internet Protocol address is a second external Internet
Protocol address, the second external Internet Protocol
address being external to the internal network; compare the
external Internet Protocol address to the second external
Internet Protocol address; in response to determining, based
on the comparison, that the external Internet Protocol address
and the second external Internet Protocol address are the
same, add the second external Internet Protocol address to the
data item cluster; and in response to determining, based on the
comparison, that the external Internet Protocol address and
the second external Internet Protocol address are not the
same: designate the second external Internet Protocol address
as a second seed; and generate a second data item cluster
based on the data clustering strategy and the second seed.

According to yet another embodiment, the second external
Internet Protocol address is added to the data item cluster only
if the intrusion detection system report and the second intru-
sion detection system report are received on a same day.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the one or more hardware computer processors to: scan
communications between the internal network and the exter-
nal network so as to generate additional network-related data
items; and store the additional network-related data items in
the one or more computer readable storage devices.

According to yet another embodiment, received intrusion
detection system reports are automatically stored in the one or
more computer readable storage devices, and the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the one or more hardware computer processors
to: identify newly received intrusion detection system
reports; initiate automated lookups to determine external
Internet Protocol addresses associated with each of the newly
received intrusion detection system reports; designate the
determined external Internet Protocol addresses as seeds; and
generate data item clusters based on the data clustering strat-
egy and the seeds.

According to another embodiment, data item clusters gen-
erated based on common external Internet Protocol addresses
are merged.

According to yet another embodiment, data item clusters
generated based on common external Internet Protocol
addresses are merged only if the associated intrusion detec-
tion system reports are received on a same day.

According to another embodiment, the one or more com-
puter readable storage devices are further configured to store:
a plurality of data cluster analysis rules associated with the
data clustering strategy, and the one or more hardware com-
puter processors are further configured to execute the plural-
ity of computer executable instructions in order to cause the
one or more hardware computer processors to: for the gener-
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ated data item cluster: access the plurality of data cluster
analysis rules associated with the data clustering strategy;
analyze the data item cluster based on the accessed data
cluster analysis rules; and based on the analysis of the data
item cluster: determine an alert score for the data item cluster;
and generate one or more human-readable conclusions
regarding the data item cluster.

According to yet another embodiment, the alert score indi-
cates a degree of correlation between characteristics of the
data item cluster and the accessed data cluster analysis rules.

According to another embodiment, the degree of correla-
tion is based on both an assessment of risk associated with the
particular data cluster and a confidence level in accuracy of
the assessment of risk.

According to yet another embodiment, a relatively higher
alert score indicates a data cluster that is relatively more
important for a human analyst to evaluate, and a relatively
lower alter score indicated a data cluster that is relatively less
important for the human analyst to evaluate.

According to another embodiment, each alert score for
respective data clusters is assigned to a category indicating a
high degree of correlation, a medium degree of correlation, or
a low degree of correlation.

According to yet another embodiment, the high degree of
correlation is associated with a first color, the medium degree
of correlation is associated with a second color, and the low
degree of correlation is associated with a third color.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the computer system to: for the generated data item
cluster: generate an alert, the alert comprising a the alert
score, the one or more human-readable conclusions, the data
items associated with the data item cluster, and metadata
associated with the data items of the data item cluster.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: generate a user inter-
face including a list of user-selectable alert indicators, an alert
indicator being provided for each ofthe generated alerts, each
of the alert indicators providing a summary of information
associated with respective generated alerts.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the computer system to: in response to a selection of an
alert indicator by a human analyst: generate an alert display,
the alert display including at least an indication of the alert
score and a list of the one or more human-readable conclu-
sions.

According to yet another embodiment, the one or more
human-readable conclusions each comprise a phrase or sen-
tence including one or more indications of summary or aggre-
gated data associated with a plurality of the data items of the
data item cluster.

According to another embodiment, generating the one or
more human-readable conclusions comprises: selecting,
based on the data cluster type associated with the particular
data cluster, one or more conclusion templates; and populat-
ing the one or more conclusion templates with data associated
with the particular data cluster.

According to an embodiment, a computer system com-
prises: one or more computer readable storage devices con-
figured to store: a plurality of computer executable instruc-
tions; a data clustering strategy; and a plurality of data items
including at least: email data items, each of the email data



US 9,344,447 B2

13

items including at least a subject and a sender, each of the
email data items potentially associated with phishing activity;
and phishing-related data items related to a communications
network of an organization, the phishing-related data items
including at least one of: internal Internet Protocol addresses
of'the communications network, computerized devices of the
communications network, users of particular computerized
devices, organizational positions associated with users of
particular computerized devices, or URLs and/or external
domains visited by users of particular computerized devices;
and one or more hardware computer processors in communi-
cation with the one or more computer readable storage
devices and configured to execute the plurality of computer
executable instructions in order to cause the computer system
to: access an email data item transmitted to one or more of the
users of respective computerized devices within the network
of the organization, the email data item including at least a
subject and a sender; designate the received email data item as
a seed; and generate a data item cluster based on the data
clustering strategy by at least: adding the seed to the data item
cluster; determining the subject and the sender associated
with the seed; identifying one or more of the email data items
having a same subject as the determined subject or a same
sender as the determined sender; adding the identified one or
more email data items to the data item cluster; adding one or
more parsed URLs from the email data items to the data item
cluster; identifying one or more users who are both recipients
of at least one of the email data items of the data item cluster
and visitors of one of the URLSs of the data item cluster; and
adding the identified one or more users, including data related
to the one or more users, to the data item cluster.

According to another embodiment, generating the data
item cluster based on the data clustering strategy further
comprises: determining any new subjects or new senders
associated with email data items of the data item cluster that
are different from the determined subjects or the determined
senders; identifying a second one or more of the email data
items having a same subject as the determined new subject, or
a same sender as the determined new sender; and adding the
identified second one or more email data items to the data
item cluster.

According to yet another embodiment, the identified one or
more email data items are added to the data item cluster only
if received by one or more computerized devices within the
network within a predetermined period of time from a time
that the seed was received.

According to another embodiment, the period of time com-
prises at least one of a number of hours, a number of days, or
a number of weeks.

According to yet another embodiment, the predetermined
period of time is further determined based on other email data
items in the data item cluster.

According to another embodiment, generating the data
item cluster based on the data clustering strategy further
comprises: identifying additional one or more data items
associated with any data items of the data item cluster; and
adding, to the data item cluster, the additional one or more
data items.

According to yet another embodiment, identifying the one
or more users further comprises: scanning communications
on the communications network of the organization so as to
generate phishing-related data items including URLs visited
by particular users; extracting recipients of the email data
items of the data item cluster associated with respective
parsed URLs; and for any parsed URL matching a URL
visited by a particular user, if the extracted recipient of the
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email data item associated with the parsed URL matches the
particular user, then identifying the user.

According to another embodiment, the communications
are continuously scanned via a proxy.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the one or more hardware computer processors
to: continuously receive email data items from users of
respective computing devices of the organization, designate
the received email data items as seeds, and generate data
items clusters based on the data clustering strategy.

According to another embodiment, the data related to the
one or more users includes an organizational position associ-
ated with the user.

According to yet another embodiment, the one or more
computer readable storage devices are further configured to
store: a plurality of data cluster analysis rules associated with
the data clustering strategy, and the one or more hardware
computer processors are further configured to execute the
plurality of computer executable instructions in order to cause
the one or more hardware computer processors to: for the
generated data item cluster: access the plurality of data cluster
analysis rules associated with the data clustering strategy;
analyze the data item cluster based on the accessed data
cluster analysis rules; and based on the analysis of the data
item cluster: determine an alert score for the data item cluster;
and generate one or more human-readable conclusions
regarding the data item cluster.

According to another embodiment, the alert score indicates
a degree of correlation between characteristics of the data
item cluster and the accessed data cluster analysis rules.

According to yet another embodiment, the degree of cor-
relation is based on both an assessment of risk associated with
the particular data cluster and a confidence level in accuracy
of the assessment of risk.

According to another embodiment, each alert score for
respective data clusters is assigned to a category indicating a
high degree of correlation, a medium degree of correlation, or
a low degree of correlation, and wherein the high degree of
correlation is associated with a first color, the medium degree
of correlation is associated with a second color, and the low
degree of correlation is associated with a third color.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: for the generated data
item cluster: generate an alert, the alert comprising a the alert
score, the one or more human-readable conclusions, the data
items associated with the data item cluster, and metadata
associated with the data items of the data item cluster.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the computer system to: generate a user interface
including a list of user-selectable alert indicators, an alert
indicator being provided for each ofthe generated alerts, each
of the alert indicators providing a summary of information
associated with respective generated alerts.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: in response to a selec-
tion of an alert indicator by a human analyst: generate an alert
display, the alert display including at least an indication of the
alert score and a list of the one or more human-readable
conclusions.
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According to another embodiment, the one or more
human-readable conclusions each comprise a phrase or sen-
tence including one or more indications of summary or aggre-
gated data associated with a plurality of the data items of the
data item cluster.

According to yet another embodiment, the one or more
human-readable conclusions are useable by a human analyst
to perform an evaluation of the associated data item cluster.

According to another embodiment, generating the one or
more human-readable conclusions comprises: selecting,
based on the data cluster type associated with the particular
data cluster, one or more conclusion templates; and populat-
ing the one or more conclusion templates with data associated
with the particular data cluster.

According to an embodiment, a computer system com-
prises: one or more computer readable storage devices con-
figured to store: a plurality of computer executable instruc-
tions; a data clustering strategy; and a plurality of data items
including at least: email data items, each of the email data
items including at least a subject and a sender, each of the
email data items potentially associated with phishing activity;
and phishing-related data items related to customers of an
organization, the phishing-related data items including indi-
cators of at least one of: customers of the organization or
URLs identified as malicious by a third-party service; and one
or more hardware computer processors in communication
with the one or more computer readable storage devices and
configured to execute the plurality of computer executable
instructions in order to cause the computer system to: receive
email data items from customers of the organization, each of
the email data items including at least a subject and a sender;
designate each of the received email data items as seeds; and
for each of the designated seeds, generate a data item cluster
based on the data clustering strategy by at least: adding the
seed to the data item cluster; determining the subject and the
sender associated with the seed; accessing the one or more
computer readable storage devices and identifying one or
more of the email data items having a same subject as the
determined subject or a same sender as the determined
sender; adding the identified one or more email data items to
the data item cluster; adding one or more URLs from the
email data items to the data item cluster; and in response to
determining that the data item cluster includes at least a
predetermined threshold quantity of email data items, desig-
nating the data item cluster.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the one or more hardware computer processors to: for
each designated data item cluster, initiate further automated
investigation including at least: comparing URLs included in
the designated data item cluster with URLs previously iden-
tified as malicious by a third-party service; and based on the
comparing, identifying any URLs included in the designated
data item cluster not previously identified as malicious by the
third-party service; and notifying the third-party service of
the identified URLs.

According to yet another embodiment, the predetermined
threshold quantity is 1, 2, 3, 4, or 5.

According to another embodiment, generating the data
item cluster based on the data clustering strategy further
comprises: determining any new subjects or new senders
associated with email data items of the data item cluster that
are different from the determined subjects or senders; identi-
fying a second one or more of the email data items having a
subject that is the same as the determined new subject, or a
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sender that is the same as the determined new sender; and
adding the identified second one or more email data items to
the data item cluster.

According to yet another embodiment, the identified one or
more email data items are added to the data item cluster only
if they were received by an initial recipient within a period of
time determined based on the seed.

According to another embodiment, the period of time com-
prises at least one of a number of hours, a number of days, or
a number of weeks, and wherein the received email data item
designated as the seed was received by an initial recipient
within the time period.

According to yet another embodiment, the period of time is
further determined based on other email data items in the data
item cluster.

According to another embodiment, generating the data
item cluster based on the data clustering strategy further
comprises: identifying additional one or more data items
associated with any data items of the data item cluster; and
adding, to the data item cluster, the additional one or more
data items.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the one or more hardware computer processors
to: continuously receive email data items from customers of
the organization, store the received email data items, desig-
nate the received email data items as seeds, and generate, for
each of the designated seeds, data items clusters based on the
data clustering strategy.

According to another embodiment, the one or more com-
puter readable storage devices are further configured to store:
a plurality of data cluster analysis rules associated with the
data clustering strategy, and the one or more hardware com-
puter processors are further configured to execute the plural-
ity of computer executable instructions in order to cause the
one or more hardware computer processors to: for each gen-
erated data item cluster: access the plurality of data cluster
analysis rules associated with the data clustering strategy;
analyze the data item cluster based on the accessed data
cluster analysis rules; and based on the analysis of the data
item cluster: determine an alert score for the data item cluster;
and generate one or more human-readable conclusions
regarding the data item cluster.

According to yet another embodiment, the alert score indi-
cates a degree of correlation between characteristics of the
data item cluster and the accessed data cluster analysis rules.

According to another embodiment, the degree of correla-
tion is based on both an assessment of risk associated with the
particular data cluster and a confidence level in accuracy of
the assessment of risk.

According to yet another embodiment, a relatively higher
alert score indicates a data cluster that is relatively more
important for a human analyst to evaluate, and a relatively
lower alter score indicated a data cluster that is relatively less
important for the human analyst to evaluate.

According to another embodiment, each alert score for
respective data clusters is assigned to a category indicating a
high degree of correlation, a medium degree of correlation, or
a low degree of correlation, and wherein the high degree of
correlation is associated with a first color, the medium degree
of correlation is associated with a second color, and the low
degree of correlation is associated with a third color.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: for each generated data
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item cluster: generate an alert, the alert comprising a the alert
score, the one or more human-readable conclusions, the data
items associated with the data item cluster, and metadata
associated with the data items of the data item cluster.

According to another embodiment, the one or more hard-
ware computer processors are further configured to execute
the plurality of computer executable instructions in order to
cause the computer system to: generate a user interface
including a list of user-selectable alert indicators, an alert
indicator being provided for each ofthe generated alerts, each
of the alert indicators providing a summary of information
associated with respective generated alerts.

According to yet another embodiment, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: in response to a selec-
tion of an alert indicator by a human analyst: generate an alert
display, the alert display including at least an indication of the
alert score and a list of the one or more human-readable
conclusions.

According to another embodiment, the one or more
human-readable conclusions each comprise a phrase or sen-
tence including one or more indications of summary or aggre-
gated data associated with a plurality of the data items of the
data item cluster.

According to yet another embodiment, the one or more
human-readable conclusions are useable by a human analyst
to perform an evaluation of the associated data item cluster.

According to another embodiment, generating the one or
more human-readable conclusions comprises: selecting,
based on the data cluster type associated with the particular
data cluster, one or more conclusion templates; and populat-
ing the one or more conclusion templates with data associated
with the particular data cluster.

In various embodiments, computer-implemented methods
are disclosed in which, under control of one or more hardware
computing devices configured with specific computer execut-
able instructions, one or more aspects of the above-described
embodiments are implemented and/or performed.

In various embodiments, a non-transitory computer-read-
able storage medium storing software instructions is dis-
closed that, in response to execution by a computer system
having one or more hardware processors, configure the com-
puter system to perform operations comprising one or more
aspects of the above-described embodiments.

Advantageously, according to various embodiments, the
disclosed techniques provide a more effective starting point
and/or summary for an investigation of data items of various
types. An analyst may be able to start an investigation from a
cluster of related data items instead of an individual data item,
which may reduce the amount of time and effort required to
performthe investigation. The disclosed techniques may also,
according to various embodiments, provide a prioritization of
multiple clusters, and human-readable conclusions related to
each of those clusters. For example, the analyst may also be
able to start the investigation from a high priority cluster,
which may allow the analyst to focus on the most important
investigations, and may quickly evaluate that cluster based on
the human-readable conclusions generated by the system. In
each case, the processing and memory requirements of such
an investigation may be significantly reduced due to the cre-
ation and use of highly efficient cluster data structures of
related data items.

BRIEF DESCRIPTION OF THE DRAWINGS

The following drawings and the associated descriptions are
provided to illustrate embodiments of the present disclosure
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and do not limit the scope of the claims. Aspects and many of
the attendant advantages of this disclosure will become more
readily appreciated as the same become better understood by
reference to the following detailed description, when taken in
conjunction with the accompanying drawings, wherein:

FIG. 1 is a block diagram illustrating an example data
analysis system, according to an embodiment of the present
disclosure.

FIG. 2 is a block diagram illustrating an example genera-
tion of clusters by the data analysis system, according to an
embodiment of the present disclosure.

FIGS. 3A-3C illustrate an example growth of a cluster of
related data items, according to an embodiment of the present
disclosure.

FIG. 4 illustrates an example ranking of clusters by the data
analysis system, according to an embodiment of the present
disclosure.

FIG. 5 illustrates an example cluster analysis user inter-
face, according to an embodiment of the present disclosure.

FIG. 6 is a flowchart of an example method of generating
clusters, according to an embodiment of the present disclo-
sure.

FIG. 7 is a flowchart of an example method of scoring
clusters, according to an embodiment of the present disclo-
sure.

FIG. 8 illustrates components of an illustrative server com-
puting system, according to an embodiment of the present
disclosure.

FIG. 9 is a flowchart of an example generalized method of
the data analysis system, according to an embodiment of the
present disclosure.

Cluster Analysis

FIG. 10A is a flowchart for an example method of data
cluster analysis, according to an embodiment of the present
disclosure.

FIG. 10B is a flowchart of an example method of alert
generation, according to an embodiment of the present dis-
closure.

FIG. 10C illustrates various example conclusions associ-
ated with various types of data clusters, according to various
embodiments of the present disclosure.

FIGS. 11-20 illustrate example data cluster analysis user
interfaces of the data analysis system, according to embodi-
ments of the present disclosure.

FIG. 21 is a flowchart of an example method of linking
related alerts or data clusters, according to an embodiment of
the present disclosure.

FIG. 22 illustrates an example data cluster analysis user
interface in which related alerts or data clusters are linked to
one another, according to an embodiment of the present dis-
closure.

FIG. 23 is a flowchart of an example method of updating
alerts in response to cluster regeneration, according to an
embodiment of the present disclosure.

Example Application of the Data Analysis System to Mal-
ware Threat Detection

FIG. 24A is a flowchart of an example of a seed generation
method of the data analysis system as applied to malware
threat detection, according to an embodiment of the present
disclosure.

FIG. 24B is a flowchart of an example of a clustering
method of the data analysis system as applied to malware
threat detection, according to an embodiment of the present
disclosure.
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FIG. 24C illustrates an example data cluster analysis user
interface of the data analysis system as applied to malware
threat detection, according to an embodiment of the present
disclosure.

FIG. 25A is a flowchart of an example of another seed
generation method of the data analysis system as applied to
malware threat detection, according to an embodiment of the
present disclosure.

FIG. 25B is a flowchart of an example of another clustering
method of the data analysis system as applied to malware
threat detection, according to an embodiment of the present
disclosure.

Example Application of the Data Analysis System to Net-
work Intrusion Detection

FIG. 26 A is a flowchart of an example of a seed generation
method of the data analysis system as applied to network
intrusion detection, according to an embodiment of the
present disclosure.

FIG. 26B is a flowchart of an example of a clustering
method of the data analysis system as applied to network
intrusion detection, according to an embodiment of the
present disclosure.

FIG. 26C illustrates an example data cluster analysis user
interface of the data analysis system as applied to network
intrusion detection, according to an embodiment of the
present disclosure.

Example Application of the Data Analysis System to Phish-
ing Threat Detection

FIG. 27A is a flowchart of an example of a seed generation
and clustering method of the data analysis system as applied
to phishing threat detection, according to an embodiment of
the present disclosure.

FIG. 27B is a flowchart of an example of another seed
generation and clustering method of the data analysis system
as applied to phishing threat detection, according to an
embodiment of the present disclosure.

FIG. 27C illustrates an example data cluster analysis user
interface of the data analysis system as applied to phishing
threat detection, according to an embodiment of the present
disclosure.

DETAILED DESCRIPTION

Although certain preferred embodiments and examples are
disclosed below, inventive subject matter extends beyond the
specifically disclosed embodiments to other alternative
embodiments and/or uses and to modifications and equiva-
lents thereof. Thus, the scope of the claims appended hereto is
not limited by any of the particular embodiments described
below. For example, in any method or process disclosed
herein, the acts or operations of the method or process may be
performed in any suitable sequence and are not necessarily
limited to any particular disclosed sequence. Various opera-
tions may be described as multiple discrete operations in turn,
in a manner that may be helpful in understanding certain
embodiments; however, the order of description should notbe
construed to imply that these operations are order dependent.
Additionally, the structures, systems, and/or devices
described herein may be embodied as integrated components
or as separate components. For purposes of comparing vari-
ous embodiments, certain aspects and advantages of these
embodiments are described. Not necessarily all such aspects
or advantages are achieved by any particular embodiment.
Thus, for example, various embodiments may be carried out
in amanner that achieves or optimizes one advantage or group
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of'advantages as taught herein without necessarily achieving
other aspects or advantages as may also be taught or sug-
gested herein.

TERMS

In order to facilitate an understanding of the systems and
methods discussed herein, a number of terms are defined
below. The terms defined below, as well as other terms used
herein, should be construed broadly to include, without limi-
tation, the provided definitions, the ordinary and customary
meanings of the terms, and/or any other implied meanings for
the respective terms. Thus, the definitions below do not limit
the meaning of these terms, but only provide example defini-
tions.

Ontology: Stored information that provides a data model
for storage of data in one or more databases. For example, the
stored data may comprise definitions for object types and
property types for data in a database, and how objects and
properties may be related.

Database: A broad term for any data structure for storing
and/or organizing data, including, but not limited to, rela-
tional databases (for example, Oracle database, mySQL data-
base, and the like), spreadsheets, XML files, and text file,
among others. The various terms “database,” “data store,” and
“data source” may be used interchangeably in the present
disclosure.

Data Item (Item), Data Object (Object), or Data Entity
(Entity): A data container for information representing spe-
cific things in the world that have a number of definable
properties. For example, a data item may represent an item
such as a person, a place, an organization, an account, a
computer, an activity, a market instrument, or other noun. A
data item may represent an event that happens at a point in
time or for a duration. A data item may represent a document
or other unstructured data source such as an e-mail message,
anews report, or a written paper or article. Each data item may
be associated with a unique identifier that uniquely identifies
the data item. The data item’s attributes (for example, meta-
data about the data item) may be represented in one or more
properties. The terms “data item,” “data object,” “data entity,”
“item,” “object,” and “entity” may be used interchangeably
and/or synonymously in the present disclosure.

Item (or Entity or Object) Type: Type of a data item (for
example, Person, Event, or Document). Data item types may
be defined by an ontology and may be modified or updated to
include additional data item types. An data item definition
(for example, in an ontology) may include how the data item
is related to other data items, such as being a sub-data item
type of another data item type (for example, an agent may be
a sub-data item of a person data item type), and the properties
the data item type may have.

Properties: Also referred to as “metadata,” includes
attributes of a data item that represent individual data items.
At a minimum, each property of a data item has a property
type and a value or values. Properties/metadata associated
with data items may include any information relevant to that
object. For example, properties associated with a person data
item may include a name (for example, John Doe), an address
(for example, 123 S. Orange Street), and/or a phone number
(for example, 800-0000), among other properties. In another
example, metadata associated with a computer data item may
include alist of users (for example, userl, user 2, and the like),
and/or an IP (internet protocol) address, among other prop-
erties.

Property Type: The type of data a property is, such as a
string, an integer, or a double. Property types may include
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complex property types, such as a series data values associ-
ated with timed ticks (for example, a time series), and the like.

Property Value: The value associated with a property,
which is of the type indicated in the property type associated
with the property. A property may have multiple values.

Link: A connection between two data objects, based on, for
example, a relationship, an event, and/or matching properties.
Links may be directional, such as one representing a payment
from person A to B, or bidirectional.

Link Set: Set of multiple links that are shared between two
or more data objects.

Seed: One or more data items that may be used as a basis,
or starting point, for generating a cluster. A seed may be
generated, determined, and/or selected from one or more sets
of data items according to a seed generation strategy. For
example, seeds may be generated from data items accessed
from various databases and data sources including, for
example, databases maintained by financial institutions, gov-
ernment items, private items, public items, and/or publicly
available data sources.

Cluster: A group or set of one or more related data items/
objects/items. A cluster may be generated, determined, and/
or selected from one or more sets of data items according to a
cluster generation strategy. A cluster may further be gener-
ated, determined, and/or selected based on a seed. For
example, a seed may comprise an initial data item of a cluster.
Data items related to the seed may be determined and added
to the cluster. Further, additional data items related to any
clustered data item may also be added to the cluster iteratively
as indicated by a cluster generation strategy. Data items may
be related by any common and/or similar properties, meta-
data, types, relationships, and/or the like. Clusters may also
be referred to herein as “clustered data structures,” “data item
clusters,” and ““data clusters.”

Seed/Cluster Generation Strategy (also referred to herein
as Seed/Cluster Generation Rule(s)): Seed and cluster gen-
eration strategies/rules indicate processes, methods, and/or
strategies for generating seeds and generating clusters,
respectively. For example, a seed generation strategy may
indicate that data items having a particular property (for
example, data items that are credit card accounts) are to be
designated as seeds. In another example, a cluster generation
strategy may indicate that data items having particular prop-
erties in common with (or similar to) a seed or other data item
in a cluster are to be added to the cluster. Seed and/or cluster
generation strategies may specify particular searches and/or
rule matches to perform on one or more sets of data items.
Execution of a seed and/or cluster generation strategy may
produce layers of related data items. Additionally, a seed/
cluster generation strategy/rule may include multiple strate-
gies, sub-strategies, rules, and/or sub-rules.

Overview

This disclosure relates to a data analysis system (also
referred to herein as the “system”) in which memory-efficient
clustered data structures (also referred to herein as “clusters™)
of related data items may be automatically generated and
analyzed, and results may be provided for interaction from an
analyst, for example. Generation of clusters may begin by
automatic generation, determination, and/or selection of an
initial data item of interest, called a “seed.” As mentioned
above, a data item may include any data, information, or
things, such as a person, a place, an organization, an account,
a computer, an activity, and event, and/or the like. Seeds may
be automatically selected/generated according to various
seed determination strategies, and clusters of related data
items may be generated based on those seeds and according to
cluster generation strategies (also referred to herein as “clus-
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ter strategies,” “clustering strategies,” and/or “cluster genera-
tion rules”). Seeds and related data items may be accessed
from various databases and data sources including, for
example, databases maintained by financial institutions, gov-
ernment entities, private entities, public entities, and/or pub-
licly available data sources. Such databases and data sources
may include a variety of information and data, such as, for
example, personal information, financial information, tax-
related information, computer network-related data, and/or
computer-related activity data, among others. Further, the
databases and data sources may include various relationships
that link and/or associate data items with one another. Various
data items and relationships may be stored across different
systems controlled by different items and/or institutions.
According to various embodiments, the data analysis system
may bring together data from multiple data sources in order to
build clusters.

The automated analysis of the clusters may include an
automated application of various criteria or rules so as to
generate a compact, human-readable analysis of the data clus-
ters. The human-readable analyses (also referred to herein as
“summaries” or “conclusions”) of the data clusters may be
organized into an interactive user interface so as to enable an
analyst to quickly navigate among information associated
with various data clusters and efficiently evaluate those data
clusters in the context of, for example, a fraud investigation.
Embodiments of the present disclosure also disclose auto-
mated scoring of the clustered data structures by the data
analysis system. The interactive user interface may be
updated based on the scoring, directing the human analyst to
more critical data clusters (for example, data clusters more
likely to be associated with fraud) in response to the analyst’s
inputs.

In various embodiments, the data analysis system may
enable an analyst (and/or other user) to efficiently perform
analysis and investigations of various data clusters and related
data items. For example, the system may enable an analyst to
perform various financial and security investigations of data
clusters of related data items. In such an investigation, the
system may automatically create clusters of related data
items, generate human-readable conclusions of the clusters,
score those clusters, and generates an interactive user inter-
face in which, in response to inputs from the analyst, infor-
mation related to the clusters may be efficiently provided to
the analyst. For example, a credit card account may be a seed
that is linked by the system to various data items including,
for example, customer identifiers and/or phone numbers asso-
ciated with the credit card account. Further, the system may
link, for example, various other credit card accounts related to
the customer identifiers, to the seed credit card account.
Accordingly, in various embodiments, the system may auto-
matically cluster of various layers of data items related to the
seed credit card account. One or more rules or criteria may
then automatically be applied to the cluster so as to generate
one or more compact, human-readable analyses (also referred
to herein as “summaries” or “conclusions”) of the data clus-
ters. The human-readable analyses may comprise phrases or
sentences that provide highly relevant, and easily evaluated
(by a human), information regarding the data in the cluster
(for example, data items and metadata). For example, a con-
clusion in the current example may be “4 customer identifiers
are associated with the current cluster,” or “The 2 credit card
accounts in the cluster have been used in 3 different coun-
tries” Such conclusions in an investigation may, in an
embodiment, enable the analyst to determine a likelihood of
fraudulent activity associated with the cluster. Further, the
data items of the cluster may then be linked to possible
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fraudulent activity. For example, the seed credit card account
and the additional credit card accounts may all be linked to the
potentially fraudulent activity. As mentioned above, in such
an investigation the analyst may efficiently determine likely
fraud, as well as discover relationships between the additional
credit card accounts and the seed credit card account through
several layers of related data items. Such techniques, enabled
by various embodiments of the data analysis system, may be
particularly valuable for investigations in which relationships
between data items may include several layers, and in which
such relationships may be otherwise very difficult or impos-
sible to manually identify.

In various embodiments, the data analysis system may
automatically generate, or determine, seeds based on a seed
generation strategy (also referred to as “seed generation
rules”). For example, for a particular set of data items, the data
analysis system may automatically generate, based on a seed
generation strategy, seeds by designating particular data
items (and/or groups of data items) as seeds. Examples of
various seed generation strategies are described below.

Further, in various embodiments, the data analysis system
may automatically discover data items related to a seed, and
store the resulting relationships and related data items
together in a “cluster” (or, alternatively, designating the seed
as the initial cluster (or initial data item of the cluster) and
adding the discovered data items of the cluster). A cluster
generation strategy may specify particular searches to per-
form at each step of an investigation, or cluster generation,
process. Such searches may produce layers of related data
items to add to the cluster. Further, according to an embodi-
ment, multiple clusters may be merged and/or collapsed into
a single cluster when the multiple clusters share one or more
common data items and/or properties. Thus, according to an
embodiment, an analyst may start an investigation with the
resulting cluster, rather than the seed alone. Starting with the
cluster, and associated human-readable conclusions, the ana-
lyst may form opinions regarding the related data items, con-
duct further analysis of the related data items, and/or may
query for additional related data items.

According to various embodiments, the data analysis sys-
tem may further generate various “cluster scores.” Cluster
scores may include scores based on various characteristics
and/or attributes associated with the cluster and/or the various
data items of the cluster. In various embodiments, the data
analysis system may also generate “cluster metascores”
which may include, for example, an overall cluster score.
Cluster metascores may, for example, be based on a combi-
nation of cluster scores of a cluster associated with a seed. In
an embodiment, the system may further generate “alert
scores.” Alert scores may be the same as, similar to, and/or
based on any of the cluster scores, metascores, and/or con-
clusions described herein. In an embodiment, the alert score
may be a metascore, and may be one of multiple values
corresponding to, for example, a high alert, a medium alert, or
alow alert. The alert score is described in further detail below.
Further, cluster scores may be based on one or more generated
conclusions related to the cluster, and/or the conclusions may
be generated based on cluster scores.

Further, in various embodiments, for a particular set of data
items, multiple clusters may be generated by the data analysis
system. For example, the data analysis system may generate
multiple seeds according to a seed generation strategy, and
then multiple clusters based on those seeds (and based on a
cluster generation strategy). In such embodiments, the data
analysis system may prioritize the multiple generated clusters
based upon cluster scores and/or cluster metascores. In an
embodiment, the data analysis system may provide a user

10

15

20

25

30

35

40

45

50

55

60

65

24

interface including a display of human-readable conclusions
of'the clusters, cluster scores, cluster metascores, and/or vari-
ous other cluster information. Such a user interface may be
organized according to a prioritization of clusters. In various
embodiments, cluster prioritization may assist an analyst in
selecting particular clusters to investigate.

Invarious embodiments, the interactive user interface gen-
erated by the system may provide a list of clusters according
to one or more alert scores (as mentioned above and described
in detail below). Further, in response to an analyst selecting a
cluster, information associated with the cluster may be pro-
vided to the analyst. For example, the analyst may be pro-
vided with a name of the cluster, a cluster strategy by which
the cluster was generated, a list of generated conclusions,
and/or one or more lists or tables of data related to the cluster.
For example, the one or more lists or tables of data related to
the cluster may be drawn from the data items of the cluster,
and may be filtered by the analyst according to time and/or
type of data. In an embodiment, various generated clusters in
the interactive user interface may be organized according to
clustering strategies whereby each of the clusters were gen-
erated. In an embodiment, a cluster type may be associated
with each cluster, and may be determined according to the
cluster strategy that generated the cluster.

As mentioned above, in various embodiments, a generated
cluster may include far fewer data items than are included in
a full source database, and the data items included in the
cluster may only include those data items that are relevant to
aparticular investigation (for example, a fraud investigation).
Accordingly, in an embodiment, processing of the generated
cluster may be highly efficient as compared to the collection
of data described above. This may be because, for example, a
given fraud investigation by an analyst (for example, as the
analyst sifts and/or searches through data items of a cluster)
may only require storage in memory of a single cluster data
structure. Further, a number of data items in a cluster may be
several orders of magnitude smaller than in the entire elec-
tronic collection of data described above because only data
items related to each other are included in the cluster.

Additionally, the automated analysis and scoring of clus-
ters (as mentioned above) may enable highly efficient evalu-
ation of the various data clusters by a human analyst. For
example, the interactive user interface us generated so as to
enable an analyst to quickly view critical data clusters (as
determined by the automated scoring), and then in response to
analyst inputs, view and interact with the generated informa-
tion (including, for example, the human-readable conclu-
sions) associated with the clusters. In response to user inputs
the user interface may be updated to display raw data associ-
ated with each of the generated clusters if the analyst desires
to dive deeper into data associated with a given cluster.

In various embodiments, the data analysis system may be
used in various data analysis applications. Such applications
may include, for example, financial fraud detection, tax fraud
detection, beaconing malware detection, malware user-agent
detection, other types of malware detection, activity trend
detection, health insurance fraud detection, financial account
fraud detection, detection of activity by networks of individu-
als, criminal activity detection, network intrusion detection,
detection of phishing efforts, money laundering detection,
and/or financial malfeasance detection. Examples of many of
the above-mentioned data analysis applications, including
methods and systems for identifying data items, generating
data clusters, and analyzing/scoring clusters, are disclosed in
the various related applications listed above and previously
incorporated by reference herein.
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Application of the data analysis system to malware threat
detection, according to an embodiment, is described below in
reference to FIGS. 24A-24C, 25A-25B. Application of the
data analysis system to network intrusion detection, accord-
ing to an embodiment, is described below in reference to
FIGS. 26A-26C. Application of the data analysis system to
phishing detection, according to an embodiment, is described
below in reference to FIGS. 27A-27C.

In the following description, numerous specific details are
set forth to provide a more thorough understanding of various
embodiments of the present disclosure. However, it will be
apparent to one of skill in the art that the systems and methods
of the present disclosure may be practiced without one or
more of these specific details.

Examples of Data Items, Properties, and Links

In various embodiments, different types of data items may
have different property types. For example, a “Person” data
item may have an “Eye Color” property type and an “Event”
data item may have a “Date” property type. Each property as
represented by data in a database may have a property type
defined by an ontology used by the database. Further, data
items may be instantiated in a database in accordance with a
corresponding object definition for the particular data item in
the ontology. For example, a specific monetary payment (for
example, an item of type “event”) of US$30.00 (for example,
a property of type “currency” having a property value of
“US$30.00”) taking place on Mar. 27, 2009 (for example, a
property of type “date” having a property value of “Mar. 27,
2009") may be stored in the database as an event object with
associated currency and date properties as defined within the
ontology.

Data objects defined in an ontology may support property
multiplicity. In particular, a data item may be allowed to have
more than one property of the same property type. For
example, a “Person” data object may have multiple “Address”
properties or multiple “Name” properties.

A link represents a connection between two data items and
may be through any of a relationship, an event, and/or match-
ing properties. A link may be asymmetrical or symmetrical.
For example, “Person” data item A may be connected to
“Person” data item B by a “Child Of” relationship (where
“Person” data item B has an asymmetric “Parent Of” rela-
tionship to “Person” data item A), a “Kin Of” symmetric
relationship to “Person” data item C, and an asymmetric
“Member Of” relationship to “Organization” data item X.
The type of relationship between two data items may vary
depending on the types of the data items. For example, “Per-
son” data item A may have an “Appears In” relationship with
“Document” data item Y or have a “Participate In” relation-
ship with “Event” data item E. As an example of an event
connection, two “Person” data items may be connected by an
“Airline Flight” data item representing a particular airline
flight if they traveled together on that flight, or by a “Meeting”
data item representing a particular meeting if they both
attended that meeting. In one embodiment, when two data
items are connected by an event, they are also connected by
relationships, in which each data item has a specific relation-
ship to the event, such as, for example, an “Appears In”
relationship.

As an example of a matching properties connection, two
“Person” data items representing a brother and a sister may
both have an “Address” property that indicates where they
live. If the brother and the sister live in the same home, then
their “Address” properties likely contain similar, if not iden-
tical property values. In one embodiment, a link between two
data item may be established based on similar or matching
properties (for example, property types and/or property val-
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ues) of the data item. These are just some examples of the
types of connections that may be represented by a link and
other types of connections may be represented; embodiments
are not limited to any particular types of connections between
data items. For example, a document may contain references
to two different items. For example, a document may contain
a reference to a payment (one data item), and a person (a
second data item). A link between these two data items may
represent a connection between these two items through their
co-occurrence within the same document.

Each data item may have multiple links with another data
item to form a link set. For example, two “Person” data items
representing a husband and a wife may be linked through a
“Spouse Of” relationship, a matching “Address” property,
and/or one or more matching “Event” properties (for
example, a wedding). Each link, as represented by data in a
database, may have a link type defined by the database ontol-
ogy used by the database.

In various embodiments, the data analysis system may
access various data items and associated properties from vari-
ous databases and data sources. Such databases and data
sources may include a variety of information and data, such
as, for example, personal information (for example, names,
addresses, phone numbers, personal identifiers, and the like),
financial information (for example, financial account infor-
mation, transaction information, balance information, and the
like), tax-related information (for example, tax return data,
and the like), computer network-related data (for example,
network traffic information, IP (Internet Protocol) addresses,
user account information, domain information, network con-
nection information, and the like), and/or computer-related
activity data (for example, computer events, user actions, and
the like), among others.

Description of the Figures

Embodiments of the disclosure will now be described with
reference to the accompanying Figures, wherein like numer-
als refer to like elements throughout. The terminology used in
the description presented herein is not intended to be inter-
preted in any limited or restrictive manner, simply because it
is being utilized in conjunction with a detailed description of
certain specific embodiments of the disclosure. Furthermore,
embodiments of the disclosure described above and/or below
may include several novel features, no single one of which is
solely responsible for its desirable attributes or which is
essential to practicing the embodiments of the disclosure
herein described.

1. Example Data Analysis System

FIG. 1 is a block diagram illustrating an example data
analysis system 100, according to one embodiment. As
shown in the embodiment of FIG. 1, the data analysis system
100 includes an application server 115 running on a server
computing system 110, a client 135 running on a client com-
puter system 130, and at least one database 140. Further, the
client 135, application server 115, and database 140 may
communicate over a network 150, for example, to access data
sources 160.

The application server 115 may include a cluster engine
(also referred to as a “rules engine™) 120, a workflow engine
125, and a user interface engine 126. The cluster engine 120,
a workflow engine 125, and user interface engine 126 may be
software modules as described below in reference to FIG. 8.
According to an embodiment, the cluster/rules engine 120 is
configured to build one or more clusters of related data items
according to a defined cluster generation strategy (including
generating seeds according to seed generation strategies/
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rules), score clusters according to a scoring strategy, and/or
analyze clusters including generating human-readable con-
clusions according to analysis rules/criteria. The cluster/rules
engine 120 may read data from a variety of data sources 160
to generate seeds, generate clusters from seeds, score clusters,
and analyze clusters. Once created, the resulting clusters may
be stored on the server computing system 110 and/or on the
database 140. The operations of the cluster/rules engine 120
are discussed in detail below.

As mentioned, in an embodiment, the cluster/rules engine
120 is configured to score the clusters, according to a defined
scoring strategy. The score may indicate the importance of
analyzing the cluster. For instance, the cluster/rules engine
120 may execute a scoring strategy that aggregates the
account balances of credit card accounts within the cluster.
Because, for example, a large aggregated total balance may
indicate a large liability for a financial institution, a cluster
with such a large total balance may be considered to have a
higher score relative to other clusters with lower aggregated
total balances (and, therefore, lower scores). Thus, a cluster
with a higher score relative to a cluster with alower score may
be considered more important to analyze.

As described below, in an embodiment the cluster/rules
engine 120 is configured to apply one or more analysis rules
or criteria to the generated cluster to generate one or more
human-readable conclusions (as mentioned above, also
referred to herein as “summaries”). In various embodiments
the one or more analysis rules/criteria may be based on one or
more scoring strategies. Also, in various embodiments the
scoring strategies may be based on one or more analysis
rules/criteria. As described below, the cluster/rules engine
120 may generate an “alert score” for a given cluster. The alert
score may be the same as, similar to, and/or based on any of
the cluster scores, metascores, and/or conclusions described
herein. In an embodiment, the alert score may be a metascore,
and may be one of multiple values corresponding to, for
example, a high alert, a medium alert, or a low alert. The alert
score is described in further detail below.

In an embodiment, the user interface engine 126 generates
various user interfaces of the data analysis system as
described below. In one embodiment, the cluster engine 120,
in conjunction with the user interface engine 126, organizes
and presents the clusters according to the assigned scores.
The cluster engine 120 and the user interface engine 126 may
present information associated with the clusters and/or inter-
active representations of the clusters within a user interface
presented to the analyst, as described below. For example, the
representations may provide visual indications (e.g., graphs
or other visualizations) of the related data items within the
clusters. The cluster engine 120 and/or the user interface
engine 126 may generate the user interface, such as a web
application and/or a dynamic web page displayed within the
client 135. The cluster engine 120 and/or the user interface
engine 126 may also allow an analyst to create tasks associ-
ated with the clusters. Example operations of the cluster
engine 120 and/or the user interface engine 126 are discussed
in detail below in conjunction with various figures. In one
embodiment, the cluster engine 120 generates clusters auto-
matically, for example, for subsequent review by analysts.

Analysts may also assign tasks to themselves or one
another via a workflow user interface generated by the work-
flow engine 125 and/or the user interface engine 126, for
example. The workflow engine 125 and/or the user interface
engine 126 may consume scores generated by the cluster
engine 120. For example, the workflow engine 125 and/or the
user interface engine 126 may present an analyst with clusters
generated, scored, and ordered by the cluster engine 120.
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The client 135 may represent one or more software appli-
cations or modules configured to present data and translate
input, from the analyst, into requests for data analyses by the
application server 115. In one embodiment, the client 135 and
the application server 115 may be embodied in the same
software module and/or may be included in the same com-
puting system. However, several clients 135 may execute on
the client computer 130, and/or several clients 135 on several
client computers 130 may interact with the application server
115. In one embodiment, the client 135 may be a browser
accessing a web service.

While the client 135 and application server 115 are shown
running on distinct computing systems, the client 135 and
application server 115 may run on the same computing sys-
tem. Further, the cluster engine 120 and the workflow engine
125 may run on separate applications servers 115, on separate
server computing systems, or some combination thereof.
Additionally, a history service may store the results generated
by an analyst relative to a given cluster

In one embodiment, the data sources 160 provide data
available to the cluster engine to create or generate seeds
and/or to create or generate clusters from a seed or a set of
seeds. Such data sources may include relational data sources,
web services data, XML data, and the like. Further, such data
sources may include a variety of information and data, for
example, personal information, financial information, tax-
related information, computer network-related data, and/or
computer-related activity data, among others. For example,
the data sources may be related to customer account records
stored by a financial institution. In such a case, the data
sources may include a credit card account data, bank account
data, customer data, and transaction data. The data may
include data attributes such as account numbers, account
balances, phone numbers, addresses, and transaction
amounts, and the like. Of course, data sources 160 is included
to be representative of a variety of data available to the server
computer system 110 over network 150, as well as locally
available data sources.

The database 140 may be a Relational Database Manage-
ment System (RDBMS) that stores the data as rows in rela-
tional tables. The term “database,” as used herein, may refer
to an database (e.g., RDBMS or SQL database), or may refer
to any other data structure, such as, for example a comma
separated values (CSV), extensible markup language (XML),
text (TXT) file, flat file, spreadsheet file, and/or any other
widely used or proprietary format. While the database 140 is
shown as a distinct computing system, the database 140 may
operate on the same server computing system 110 as the
application server 115.

II. Example Cluster Generation

FIG. 2 is a block diagram illustrating an example genera-
tion of clusters by data analysis system 200, according to an
embodiment. As shown, in an embodiment the cluster engine
120 (FIG. 1) interacts with a seed list 210, a cluster list 250, a
cluster strategy store 230, and data bindings 237. The seed list
210 may include seeds 212-1,212-2 ... 212-S, and the cluster
list 250 may include clusters 252-1, 252-2 . . . 252-C. The
cluster engine 120 may be configured as a software applica-
tion, module, or thread that generates the clusters 252-1,
252-2 ... 252-C from the seeds 212-1, 212-2 . .. 212-S.

Seeds 212 (including one, some, or all of seeds 212-1
through 212-S) may be generated by the cluster engine 120
according to various seed generation strategies/rules.
Examples of seed generation are described below in reference
to various example applications of the data analysis system.
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According to an embodiment, once generated, seeds 212 may
be the starting point for generating a cluster 252. To generate
acluster, the cluster engine 120 may retrieve a given seed 212
from the seed list 210. The seed 212 may be a data item or
group of data items within the database 140, such as a cus-
tomer name, a customer social security number, an account
number, and/or a customer telephone number.

The cluster engine 120 may generate the cluster 252 from
the seed 212. In one embodiment, the cluster engine 120
generates the cluster 252 as a collection of data items and the
relationships between the various data items. As noted above,
the cluster strategy may execute data bindings in order to add
each additional layer of data items to the cluster. For example,
the cluster engine 120 may generate the cluster 252-1 from a
seed credit card account. The cluster engine 120 may first add
the credit card account to the cluster 252-1. The cluster engine
120 may then add customers related to the credit card account
to the cluster 252-1. The cluster engine 120 may complete the
cluster 252-1 by adding additional credit card accounts
related to those customers. As the cluster engine 120 gener-
ates the cluster 252-1, the cluster engine 120 may store the
cluster 252-1 within the cluster list 250. The cluster 252-1
may be stored as a graph data structure or other appropriate
data structure.

The cluster list 250 may be a collection of tables in the
database 140. In such a case, there may be a table for the data
items of each cluster 252, such as those of example cluster
252-1 discussed above, a table for the relationships between
the various data items, a table for the attributes of the data
items, and a table for scores of the clusters. The cluster list 250
may include clusters 252 from multiple investigations. Note
that the cluster engine 120 may store portions of clusters 252
in the cluster list 250 as the cluster engine 120 generates the
clusters 252. Persons skilled in the art will recognize that
many technically feasible techniques exist for creating and
storing data structures that may be used to implement the
systems and methods of the data analysis system.

The cluster strategy store 230 may include cluster strate-
gies 232-1, 232-2 . . . 232-N. Each cluster strategy may
include data binding references 235 to one or more data
bindings 237. As noted, each data binding may be used to
identify data that may grow a cluster (as determined by the
given search strategy 232). For example, the cluster engine
120 may execute a cluster strategy 232-1 to generate the
cluster 252-1. Specifically, the cluster engine 120 may
execute the cluster strategy 232-1 in response to selection of
that cluster strategy by an analyst. The analyst may submit a
selection of one or more cluster strategies to perform on a
seed or group of seeds to the cluster engine 120 through the
client 135. Alternatively, the cluster engine 120 may auto-
matically select one or more cluster strategies, such as based
on user preferences or rules.

According to an embodiment, each cluster strategy 232 is
configured so as to perform an investigation processes for
generating a cluster 252. Again, for example, the cluster strat-
egy 232-2 may include data binding references 235 to a
collection of data bindings executed to add layer after layer of
data to a cluster. The investigation process may include
searches to retrieve data items related to a seed 212 that is
selected for clustering using cluster strategy 232-2. For
example, the cluster strategy 232-2 may start with a possibly
fraudulent credit card account as the seed 212-2. The cluster
strategy 232-2 may search for customers related to the credit
card account, and then additional credit card accounts related
to those customers. A different cluster strategy 232-3 may
search for customers related to the credit card account, phone
numbers related to the customers, additional customers
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related to the phone numbers, and additional credit card
accounts related to the additional customers, for example.

In an embodiment, cluster strategies 232 include refer-
ences to at least one data binding 237 (such as data bindings
237-1 through 237-3). The cluster engine 120 may execute a
search protocol specified by the data binding 237 to retrieve
data, and the data returned by a given data binding may form
a layer within the cluster 252. For instance, the data binding
237 (and/or the search protocol of the data binding 237) may
retrieve sets of customers related to an account by an account
owner attribute. The data binding 237 (and/or the search
protocol of the data binding 237) may retrieve the set of
related data items from a data source. For instance, the data
binding 237-1 may specify a database query to perform
against a database. Likewise, the data binding 237-2 may
define a connection and/or query to a remote relational data-
base system and the data binding 237-3 may define a connec-
tion and/or query against a third-party web service. Once
retrieved, the cluster strategy 232 may evaluate whether the
returned data should be added to a cluster being grown from
a given seed 212.

Multiple cluster strategies 232 may reference a given data
binding 237. The analyst may update the data binding 237,
but typically updates the data binding 237 only if the associ-
ated data source changes. A cluster strategy 232 may also
include a given data binding 237 multiple times. For example,
executing a data binding 237 using one seed 212 may gener-
ate additional seeds for that data binding 237 (and/or generate
seeds for another data binding 237). More generally, different
cluster strategies 232-1, 232-2 . . . 232-N may include differ-
ent arrangements of various data bindings 237 to generate
different types of clusters 252.

The cluster strategies 232 may specify that the cluster
engine 120 use an attribute from the related data items
retrieved with one data binding 237, as input to a subsequent
data binding 237. The cluster engine 120 may use the subse-
quent data binding 237 to retrieve a subsequent layer of
related date items for the cluster 252. For instance, a particu-
lar cluster strategy 232 may specity that the cluster engine
120 retrieve a set of credit card account data items with a first
data binding 237-1. That cluster strategy 232 may also
specify that the cluster engine 120 then use the account num-
ber attribute from credit card account data items as input to a
subsequent data binding 237-2. The cluster strategy 232 may
also specify filters for the cluster engine 120 to apply to the
attributes before performing the subsequent data binding 237.
For instance, if the first data binding 237-1 were to retrieve a
set of credit card account data items that included both per-
sonal and business credit card accounts, then the cluster
engine 120 could filter out the business credit card accounts
before performing the subsequent data binding 237-2.

In operation, according to an embodiment, the cluster
engine 120 generates a cluster 252-1 from a seed 212-1 by
first retrieving a cluster strategy 232. Assuming the analyst
selected a cluster strategy 232-2, the cluster engine 120 would
retrieve the cluster strategy 232-2 from the cluster strategy
store 230. The cluster engine 120 may then retrieve the seed
212-1 as input to the cluster strategy 232-2. The cluster engine
120 may execute the cluster strategy 232-2 by retrieving sets
of data by executing data bindings 237 referenced by the
cluster strategy 232-2.

For example, the cluster strategy 232-2 may execute data
bindings 237-1, 237-2, and 237-3. Accordingly, the cluster
engine 120 may evaluate data returned by each data binding
237 to determine whether to use that data to grow the cluster
252-1. The cluster engine 120 may then use elements of the
returned data as input to the next data binding 237. Of course,
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avariety of execution paths are possible for the data bindings
237. For example, assume one data binding 237 returned a set
of phone numbers. In such a case, another data binding 237
may evaluate each phone number individually. As another
example, one data binding 237 may use input parameters
obtained by executing multiple, other data bindings 237.
More generally, the cluster engine 120 may retrieve data for
each data binding referenced by the cluster strategy 232-2.
The cluster engine 120 may then store the complete cluster
252-1 in the cluster list 250.

As the cluster engine 120 generates the clusters 252-1,
252-2...252-C from seeds 212-1,212-2 . .. 212-S, the cluster
list 250 may include overlapping clusters 252. For example,
two clusters 252-1 and 252-C may overlap if both clusters
252-1 and 252-C include a common data item. In an example,
a larger cluster 252 formed by merging two smaller clusters
252-1 and 252-C may be a better investigation starting point
than the smaller clusters 252-1 and 252-C individually. The
larger cluster 252 may provide additional insight or relation-
ships, which may not be available if the two clusters 252-1
and 252-C remain separate.

In an embodiment, the cluster engine 120 includes a
resolver 226 that is configured to detect and merge two or
more overlapping clusters 252 together. For example, the
resolver 226 may compare the data items within a cluster
252-1 to the data items within each one of the other clusters
252-2 through 252-C. If the resolver 226 finds the same data
item within the cluster 252-1 and a second cluster 252-C, then
the resolver 226 may merge the two clusters 252-1 and 252-C
into a single larger cluster 252. For example, the cluster 252-1
and cluster 252-C may both include the same customer. The
resolver 226 may compare the data items of cluster 252-1 to
the data items of cluster 252-C and detect the same customer
in both clusters 252. Upon detecting the same customer in
both clusters 252, the resolver 226 may merge the cluster
252-1 with cluster 252-C. The resolver 226 may test each pair
of clusters 252 to identify overlapping clusters 252. Although
the larger clusters 252 may be better investigation starting
points, an analyst may want to understand how the resolver
226 formed the larger clusters 252. Accordingly, the resolver
226, may store a history of each merge.

In various embodiments, clusters may be merged based on
various criteria and/or combinations of criteria include, for
example, when the clusters include a minimum number of
data items that are common among the clusters, when the
clusters include a minimum number of data items that are
common among the clusters and which data items are within
a particular proximity in each cluster to a seed of the cluster,
when a particular quantity of properties are common among
data items of the clusters even when the data items themselves
are not identical, and/or the like.

In an embodiment, cluster merging (for example, by
resolver 226) may be optionally disabled for particular types
of'data items, and/or particular data items. For example, when
aparticular data item, or type of data item, is so common that
it may be included in many different clusters (for example, an
institutional item such as a bank), merging of cluster based on
that common item (for example, the particular bank) or com-
mon type of item (for example, banks in general) may be
disabled. In another embodiment, cluster may be merged only
when they share two or more common data items and/or other
properties. In an embodiment, when two clusters are deter-
mined to share a data item that this very common (such that
they cluster may not be merged based on that item) the system
may automatically determine whether the two clusters share
one or more other data items and/or properties such that they
may be merged. In various embodiments, cluster merging
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may be disabled based on other criteria. For example, cluster
merging between two related clusters may be disabled when
one or both of the two clusters reach a particular size (for
example, include a particular number of data items).

After the cluster engine generates a group of clusters from
a given collection of seeds (and after merging or resolving the
cluster), the cluster engine 120 may score, rank, and/or oth-
erwise order the clusters relative to a scoring strategy 442. In
some embodiments, clusters are scored and provided to the
analysis without resolving.

In one embodiment, the analysis system 100, and more
specifically, the cluster engine 120, receives a request for
cluster generation. In response to the request, a list of seeds
may be generated, clusters may be generated based on those
seeds, and the clusters may be ranked, ordered, and presented
to analysts. In an embodiment, the cluster engine 120 may
consume seeds generated by other systems. Alternatively, in
other embodiments, cluster engine 120 may generate the
seeds 212-1,212-2 ... 212-S. For instance, the cluster engine
120 may include a seed generation strategy (also referred to as
a “lead generation strategy”) that identifies data items, or
groups of data items, as potential seeds 212. The seed gen-
eration (and/or lead generation) strategy may apply to a par-
ticular business type, such as credit cards, stock trading, or
insurance claims, and may be run against a cluster data source
160 or an external source of information.

In an embodiment, the analysis system 100 may not
include data bindings as described above. Rather, according
to an embodiment, the analysis system 100 may include one
or more interfaces and/or connections to various internal and/
or external data stores of data items and/or other information
(for example, data sources(s) 160. According to an embodi-
ment, the system may include a generic interface and/or con-
nection to various internal and/or external data stores of data
items and/or other information. For example, the analysis
system 100 may include a generic data interface through
which the system may search, access, and/or filter various
data item information during seed generation, cluster genera-
tion, and/or analysis of the clusters. The generic interface may
include various aspects that enable searching, accessing, and/
or filtering of data. For example, the generic interface may
access various data sources that each have differing data
formats. The generic interface may accordingly covert and/or
filter the accessed data to a common format. Alternatively, the
data sources may include functionality through which stored
data may be searched and/or converted to a standard format
automatically. In an embodiment, the generic interface may
enable Federated search of multiple data stores of data item-
related information. Accordingly, in various embodiments,
the analysis system 100 may access various data sources for
data item clustering and seed generation.

Additional details of the server computing system 110, the
data sources 160, and other components of the data analysis
system are described below in reference to FIG. 8.

FIGS. 3A-3C illustrate an example growth of a cluster 252
of related data items, according to an embodiment. As shown
in FIG. 3A, an example cluster 252 may include a seed item
302, links 303-1 and 303-2, and related data items 305-1 and
305-2. The cluster 252 may be based upon a seed 212 (for
example, data item 302). The cluster engine 120 may build the
cluster 252 by executing a cluster strategy 232 with the fol-
lowing searches:

Find seed owner

Find all phone numbers related to the seed owner

Find all customers related to the phone numbers

Find all accounts related to the customers

Find all new customers related to the new accounts
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In the example, assuming the seed 212 is fraudulent credit
card account, the cluster engine 120 would add the credit card
account to the cluster 252 as the seed item 302. The cluster
engine 120 may then use the account owner attribute of the
credit card account as input to a data binding 237. The cluster
engine 120 may execute the search protocol of the data bind-
ing 237 to retrieve the customer data identifying the owner of
the fraudulent credit card account. The cluster engine 120
would then add the customer data to the cluster 252 as the
related data item 305-1. The cluster engine 120 would also
add the account owner attribute as the link 303-1 that relates
the account number to the customer data of the owner. The
cluster engine 120 would execute the next search of the clus-
ter strategy 232 by inputting the customer identifier attribute
of the customer data into a data binding 237 to retrieve a
phone data. The cluster engine 120 would then add the phone
data as the related data item 305-2 and the customer identifier
attribute as the link 303-2 between the customer data and the
phone data. At this point in the investigation process, the
cluster 252 would include the seed item 302, two links 303-1
and 303-2, and two related data items 305-1 and 305-2. That
is, the cluster 252 would include the fraudulent credit card
account, the customer data of the owner of the credit card, and
the phone number of the owner. By carrying the investigation
process further, the cluster engine 120 may reveal further
related information, for example, additional customers and/or
potentially fraudulent credit card accounts.

Turning to FIG. 3B, and continuing the example, the clus-
ter engine 120 may continue executing the cluster strategy
232 by searching for additional account data items related to
the phone number of the owner of the fraudulent credit card
account. As discussed, the phone number may be stored as
related data item 305-2. The cluster engine 120 would input
the phone owner attribute of the phone number to a data
binding 237. The cluster engine 120 would execute the search
protocol of data binding 237 to retrieve the data of two addi-
tional customers, which the cluster engine 120 would store as
related data items 305-3 and 305-4. The cluster engine 120
would add the phone owner attribute as the links 303-3 and
304-4 between the additional customers and the phone num-
ber.

Continuing the example, FIG. 3C shows the cluster 252
after the cluster engine 120 performs the last step of the
example cluster strategy 232. For example, the cluster engine
120 would use the customer identifier attribute of the related
data item 305-3 and 305-4 to retrieve and add additional
account data items as the related data items 305-5 and 305-6.
The cluster engine 120 would couple the related data items
305-5 and 305-6 to the related data items 305-3 and 305-4
with the customer identifier attributes stored as links 303-5
and 303-6. Thus, the cluster 252 would include six related
data items 305 related by six links 303, in addition to the seed
item 302.

In an embodiment, the analyst may identify and determine
whether the additional data account items, stored as related
data items 305-5 and 305-6, represent fraudulent credit card
accounts more efficiently than if the analyst started an inves-
tigation with only the seed 302. As the foregoing example
illustrates, according to various embodiments, the data analy-
sis system may enable an analyst to advantageously start an
investigation with a cluster including many related data items
(such as the example cluster 252 with the seed item 302 and
related data items 305) rather than a single data item.

In various embodiments, clusters may be generated auto-
matically, on a schedule, on demand, and/or as needed, as
described below.
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III. Example Cluster Scoring/Ranking

FIG. 4 illustrates an example ranking of clusters 252 by the
data analysis system 100 shown in FIG. 1, according to an
embodiment of the present disclosure. As shown, an example
system 400 of FIG. 4 illustrates some of the same elements as
shown in FIG. 1 and FIG. 2, including the cluster engine 120
in communication with the cluster list 250. In addition, FIG.
4 illustrates a scoring strategy store 440 in communication
with the cluster engine 120. The scoring strategy store 440
includes scoring strategies 442-1, 442-2 . . . 442-R.

In an embodiment, the cluster engine 120 executes a scor-
ing strategy 442 to score a cluster 252. For example, the
cluster engine 120 may generate a cluster (for example, via a
cluster strategy/data bindings) and attempt to resolve it with
existing clusters. Thereafter, the cluster engine 120 may score
the resulting cluster with any scoring strategies associated
with a given cluster generation strategy. In an embodiment,
the multiple scores may be generated for a given cluster. The
multiple scores may be based on various aspects, metrics, or
data associated with the cluster. In one embodiment, a cluster
metascore may be generated based on a combination or
aggregation of scores associated with a given cluster. Order-
ing for a group of clusters, (according to a given scoring
strategy) may be performed on demand when requested by a
client. Alternatively, the analyst may select a scoring strategy
442 through the client 135 and/or the analyst may include the
selection within a script or configuration file. In another alter-
native, the data analysis system may automatically select a
scoring strategy. In other embodiments, the cluster engine
120 may execute several scoring strategies 442 to determine
a combined score for the cluster 252.

In an embodiment, a scoring strategy (such as scoring
strategy 442) specifies an approach for scoring a cluster (such
as cluster 252). A score may indicate a relative importance or
significance of a given cluster. For example, the cluster engine
120 may execute a scoring strategy 442-1to determine a score
by counting the number of a particular data item type that are
included within the cluster 252. Assume, for example, a data
item corresponds with a credit account. In such a case, a
cluster with a large number of accounts opened by a single
individual (possibly within a short time) might correlate with
a higher fraud risk. Of course, a cluster score may be related
to a high risk of fraud based on the other data in the cluster, as
appropriate for a given case. More generally, each scoring
strategy 442 may be tailored based on the data in clusters
created by a given cluster strategy 230 and a particular type of
risk or fraud (and/or amounts at risk) of interest to an analyst.

According to an embodiment, the cluster engine 120 scores
a cluster 252-1 by first retrieving a scoring strategy 442. For
example, assume an analyst selects scoring strategy 442-1. In
response, the cluster engine 120 may retrieve the scoring
strategy 442-1. The cluster engine 120 may also retrieve the
cluster 252-1 from the cluster list 250. After determining the
score of the cluster 252-1, the cluster engine 120 may store the
score with the cluster 252-1 in the cluster list 250.

The cluster engine 120 may score multiple clusters 252-1,
252-2...252-Cinthe cluster list 250. The cluster engine 120
may also rank the clusters 252-1, 252-2 . . . 252-C based upon
the scores. For instance, the cluster engine 120 may rank the
cluster 252-1, 252-2 . . . 252-C from highest score to lowest
score. In various embodiment, cluster may be ranked accord-
ing into multiple scores, combinations of scores, and/or
metascores.

As mentioned above, the cluster/rules engine 120 may
generate an “alert score” for the clusters. The alert score may
be the same as, similar to, and/or based on any of the cluster
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scores, metascores, and/or conclusions described herein. In
an embodiment, the alert score may be a metascore, and may
be one of multiple values corresponding to, for example, a
high alert, a medium alert, or a low alert. The alert score is
described in further detail below.

IV. Example User Interface

FIG. 5 illustrates an example user interface 500, according
to one embodiment. As described above, the cluster engine
120, the workflow engine 125, and/or the user interface
engine 126 may be configured to present the user interface
500. As shown, the example user interface 500 includes a
selection box 510, a cluster strategy box 530, a cluster sum-
mary list 525, a cluster search box 520, and a cluster review
window 515. The user interface 500 may be generated as a
web application or a dynamic web page displayed within the
client 135.

In the example user interface 500 of FIG. 5, the selection
box 510 may allow the analyst to select, for example, a seed
generation strategy and/or a previously generated seed or
seed list (for example, seed list 210). The analyst may select
the items (for example, a seed generation strategy) by, for
example, entering a name of a particular item into a dropdown
box (and/or other interface element) in the selection box 510
(for example, the dropdown box showing a selected strategy
“Strategy-A”) and selecting a “Go” button (and/or other inter-
face element). Alternatively, the analyst may select a particu-
lar item by, for example, expanding the dropdown box and
selecting an item from the expanded dropdown box, which
may list various seed generation strategies and/or seed lists,
for example. In various examples, seed lists and/or seed gen-
eration strategies may be selected by the analyst that corre-
spond to likely fraudulent financial accounts, credit card
account originating at a particular bank branch, savings
accounts with balances above a particular amount, and/or any
of the other seed generation strategies described below in
reference to the various applications of the system.

For example, when the analyst selects a particular seed
generation strategy, the system may generate a seed list (for
example, seed list 210) and then may generate clusters based
on seeds of the seed list. The seed list and/or clusters may, in
an embodiment, be generated in response to a selection of a
particular seed generation strategy. The seed generation strat-
egy may generate a seed list (for example, seed list 210)
and/or clusters (for example, clusters 252-1, 252-2, . .. 252-C
of'the cluster list 250) from the database 140 and/or an exter-
nal source of information (for example, a cluster data source
160). Alternatively, when the analyst selects a previously
generated seed or seed list (for example, seed list 210), the
system may retrieve data related to the selected seed list (for
example, the seed items, clusters, and/or related clustered
data items) from, for example, database 140 and/or an exter-
nal source of information (for example, a cluster data source
160). In an embodiment, clusters may be generated in
response to a selection of a previously generated seed list (or,
alternatively, a previously generated seed). Alternatively,
cluster may be been previously generated, and may be
retrieved in response to selection of a previously generated
seed list (or, alternatively, a previously generated seed). In an
embodiment, the analyst may select a particular cluster of
interest via the selection box 510.

Further, in the example user interface 500 the cluster strat-
egy box 530 displays the cluster strategies 232 that the cluster
engine 120 ran against the seed list 210. The cluster engine
120 may execute multiple cluster strategies 232 against the
seed list 210, so there may be multiple cluster strategies 232
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listed in the cluster strategy box 530. The analyst may click on
the name of a given cluster strategy 232 in the cluster strategy
box 530 to review the clusters 252 that the cluster strategy 232
generated.

In an embodiment, the user interface 500 displays infor-
mation associated with the clusters 252 in the cluster sum-
mary list 525. For example, the information associated with
the clusters may include characteristics of the clusters 252,
such as identifiers, scores, and/or analysts assigned to analyze
the clusters 252. The system may select the clusters 252 for
display in the cluster summary list 525 according to those or
other characteristics. For instance, the system may display the
cluster information in the order of the scores of the clusters
252, where a summary of the highest scoring cluster 252 is
displayed first.

The system (for example, cluster engine 120, the workflow
engine 125, and/or the user interface engine 126) may control
the order and selection of the cluster information within the
cluster summary list 525 based upon an input from the ana-
lyst. The cluster search box 520 may include a search text box
coupled to a search button and a pull-down control. The
analyst may enter a characteristic of'a cluster 252 in the search
text box and then instruct the workflow engine 125 to search
for and display clusters 252 that include the characteristic by
pressing the search button. For example, the analyst may
search for clusters with a particular score. The pull-down
control may include a list of different characteristics of the
clusters 252, such as score, size, assigned analyst, and/or date
created. The analyst may select one of the characteristics to
instruct the workflow engine 125 to present the information
associated with the clusters 252 arranged by that characteris-
tic.

In an embodiment, the system is also configured to present
details of a given cluster 252 within the cluster review win-
dow 515. The system displays the details of the cluster 252,
for example, the score, and/or average account balances
within a cluster, when the analyst clicks a mouse pointer on
the associated summary within the cluster summary list 525.
The system may present details of the cluster 252, such as the
name of an analyst assigned to analyze the cluster 252, a score
of the cluster 252, and/or statistics or graphs generated from
the cluster 252. These details may allow the analyst to deter-
mine whether to investigate the cluster 252 further. The clus-
ter review window 515 may also include a button which may
be clicked to investigate a cluster 252 within a graph, and an
assign button for assigning a cluster to an analyst.

An analyst may click a mouse pointer on an “Investigate in
Graph” button representing a cluster to investigate the cluster
within an interactive graph. The interactive representation
may be a visual graph of the cluster 252, where icons repre-
sent the items of the cluster 252 and lines between the icons
represent the links between items of the cluster 252. For
example, the workflow engine 125 may display the interac-
tive graph of the cluster 252 similar to the representation of
the cluster 252 in FIG. 3C. The interactive representation may
allow the analyst to review the attributes of the related data
items and/or perform queries for additional related data items.

In an embodiment, an administrative user may click a
mouse pointer on an assign button to assign the associated
cluster 252 to an analyst. The workflow engine 125 may also
allow the administrative user to create tasks associated with
the clusters 252, while the administrative user assigns the
cluster 252. For example, the administrative user may create
a task for searching within the three highest scoring clusters
252 for fraudulent credit card accounts. The system may
display the cluster information in the cluster summary list 525
according to the names of the analysts assigned to the clusters
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252. Likewise, the system may only display cluster informa-
tion for the subset of the clusters 252 assigned to an analyst.

The interface shown in FIG. 5 is included to illustrate one
example interface useful for navigating and reviewing clus-
ters generated using the cluster engine 120 and the workflow
engine 125. In other embodiments, other user interface con-
structs may be used to allow the analyst to select cluster
strategies 232, scoring strategies 242, and/or seed generation
strategies, initiate an investigation, and/or review and analyze
the clusters 252. For example, the user interface engine 126
may display additional controls within the user interface 500
for controlling the cluster generation process and selecting
seed generation strategies, cluster strategies 232, and/or scor-
ing strategies 242. Also, the user interface 500 may be dis-
played without the selection box 510 or the options to select
a seed generation strategy. In addition, although the workflow
engine 125 may generate the user interface 500, in various
embodiments the user interface 500 may be generated by a
software application distinct from the workflow engine 125.
Further, in various embodiments, the cluster review window
515 may be configured to display a preview of the cluster 252
and/or additional statistics generated from the cluster 252. As
such, an interactive representation of the cluster 252 may be
presented in an additional user interface and/or the cluster 252
may be exported to another software application for review by
the analyst.

In an alternative embodiment, and as described below in
reference to the various figures, various other user interfaces
may be generated by the system.

V. Example Operations

FIG. 6 is a flowchart of an example method of generating
clusters, according to an embodiment. Although the method
is described in conjunction with the systems of FIGS. 1 and 2,
persons skilled in the art will understand that any system
configured to perform the method, in any order, is within the
scope of this disclosure. Further, the method 600 may be
performed in conjunction with method 700 for scoring a
cluster, described below, and the various other methods
described below including analyzing a cluster.

As shown, example cluster generation method 600 begins
at block 605, where the cluster engine 120 retrieves a cluster
strategy (e.g., cluster strategy 232-2) and a seed 212. Once a
cluster strategy is selected, the cluster engine 120 may iden-
tify a list of seeds from which to build clusters using the
selected cluster strategy. At block 610, the cluster engine 120
initializes a cluster 252 with one of the seeds in the list. The
cluster 252 may be stored as a graph data structure. The
cluster engine 120 may initialize the graph data structure and
then add the seed 212-1 to the graph data structure as the first
data item.

At block 615, the cluster engine 120 may grow the cluster
252 by executing the search protocol of a data binding 237
from the cluster strategy 232-2. The cluster strategy 232-2
may include a series of data bindings 237 that the cluster
engine 120 executes to retrieve related data items. A given
data binding 237 may include queries to execute against a
cluster data source 160 using the seed as an input parameter.
For example, if the seed 212-1 is an account number, then the
data binding 237 may retrieve the data identifying the owner
of the account with the account number. After retrieving this
information, the cluster engine 120 may add the customer
data item to the cluster as a related data item and the account
owner attribute as the link between the seed 212-1 and the
related data item. After retrieving the related data items, the
cluster engine 120 may add them to the cluster 252.
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At block 620, the cluster engine 120 determines if the
cluster strategy 232-2 is fully executed. If not the method 600
returns to block 615 to execute additional data bindings for a
given seed. Alternatively, as described above, the cluster
engine 120 may grow the cluster by searching for, accessing,
and/or filtering various data items through, for example, a
generic interface to various internal and/or external data
sources. Further, in an embodiment, the cluster engine 120
may determine whether the cluster being generated is to be
merged with another cluster, as described above. Once the
cluster strategy is executed for that seed, the cluster engine
120 may determine and assign a score (or, alternatively, mul-
tiple scores) to that cluster (relative 11a specified scoring
strategy). After generating clusters for a group of seeds, such
clusters may be ordered or ranked based on the relative
scores. Doing so may allow an analyst to rapidly identify and
evaluate clusters determined to represent, for example, a high
risk of fraud.

At block 625, the cluster engine 120 may store the cluster
252 in cluster list 250. As mentioned above, the cluster list
250 may be a collection of tables within a relational database,
where a table may include the seed and related data items of
the cluster 252 and another table may include links between
the related data items of the cluster 252.

Atblock 630, the cluster engine 120 determines if there are
more seeds 212 to analyze in the seed list 210. If so, the
method 600 returns to block 605 to generate another cluster
from the next seed. Otherwise, the method 600 ends. Note,
while method 600 describes a single cluster being generated,
one of skill in the art will recognize that multiple instances of
the cluster generation process illustrated by method 600 may
be performed in parallel.

FIG. 7 is a flowchart of an example method of scoring
clusters, according to an embodiment. Although the method
is described in conjunction with the systems of FIGS. 1 and 4,
persons skilled in the art will understand that any system
configured to perform the method steps, in any order, is within
the scope of the present invention.

As shown, the example cluster scoring method 700 begins
at block 705, where the cluster engine 120 retrieves a scoring
strategy 442 and a cluster 252 (for example, a cluster just
created using the method 600 of FIG. 6). In other cases, the
cluster engine 120 may retrieve the scoring strategy 442 asso-
ciated with a stored cluster. Other alternatives include an
analyst selecting a scoring strategy 442 through the client
135, the cluster engine 120 via the cluster analysis Ul 500, a
script, or a configuration file. The cluster engine 120 may
retrieve the selected scoring strategy 442 from the scoring
strategy store 440, and the cluster 252 from the cluster list
250.

At block 710, the cluster engine 120 executes the scoring
strategy 442 against the cluster 252. The scoring strategy 442
may specify characteristics of the related data items within
the cluster 252 to aggregate. The cluster engine 120 may
execute the scoring strategy 442 by aggregating the specified
characteristics together to determine a score. For instance, the
cluster engine 120 may aggregate account balances of related
data items that are account data items. In such a case, a total
amount of dollars (and/or average dollars or any other aggre-
gated, averaged, or normal attribute of the cluster) included
within the balances of the account data items of the cluster
252 may be the score of the cluster 252.

At block 715, the cluster engine 120 may store the score
with the cluster 252 in the cluster list 250. At step 720, the
cluster engine 120 determines if there are more clusters 252 to
score. For example, in one embodiment, a set of clusters may
be re-scored using an updated scoring strategy. In other cases,



US 9,344,447 B2

39

the cluster engine may score each cluster when it is created
from a seed (based on a given cluster generation and corre-
sponding scoring strategy). If more clusters remain to be
scored (and/or re-scored), the method 700 returns to block
705.

Atblock 725, the cluster engine 120 may rank the clusters
252 according to the scores of the clusters 252. For example,
after re-scoring a set of clusters (or, alternatively, after scoring
a group of clusters generated from a set of seeds), the cluster
engine 125 may rank the clusters 252 from highest score to
lowest score. The ranking may be used to order a display of
information associated withof the clusters 252 presented to
the analyst. The analyst may rely upon the ranking and scores
to determine which clusters 252 to analyze first. The ranking
and sorting may generally be performed on-demand when an
analyst is looking for a cluster to investigate. Thus, the rank-
ing need not happen at the same time as scoring. Further, the
clusters may be scored (and later ranked) using different
raking strategies.

In various embodiments, multiple scores for each cluster
may be determined according to methods similar to the
example method 700. Accordingly, clusters may be ranked
according to any of multiple scores. Additionally, in various
embodiments, multiple scores may be combined and/or
aggregated into a metascore that may be used to rank the
clusters. Various example score and metascore determina-
tions are described below in reference to FIGS. 10C, 11C,
12C, and 13C.

V1. Example Implementation Mechanisms/Systems

FIG. 8 illustrates components of an illustrative server com-
puting system 110, according to an embodiment. The server
computing system 110 may comprise one or more computing
devices that may perform a variety of tasks to implement the
various operations of the data analysis system. As shown, the
server computing system 110 may include, one or more cen-
tral processing unit (CPU) 860, a network interface 850, a
memory 820, and a storage 830, each connected to an inter-
connect (bus) 840. The server computing system 110 may
also include an I/O device interface 870 connecting 1/O
devices 875 (for example, keyboard, display, mouse, and/or
other input/output devices) to the computing system 110.
Further, in context of this disclosure, the computing elements
shown in server computing system 110 may correspond to a
physical computing system (for example, a system in a data
center, a computer server, a desktop computer, a laptop com-
puter, and/or the like) and/or may be a virtual computing
instance executing within a hosted computing environment.

The CPU 860 may retrieve and execute programming
instructions stored in memory 820, as well as store and
retrieve application data residing in memory 820. The bus 840
may be used to transmit programming instructions and appli-
cation data between the CPU 860, 1/O device interface 870,
storage 830, network interface 850, and memory 820. Note
that the CPU 860 is included to be representative of, for
example, a single CPU, multiple CPUs, a single CPU having
multiple processing cores, a CPU with an associate memory
management unit, and the like.

The memory 820 is included to be representative of, for
example, a random access memory (RAM), cache and/or
other dynamic storage devices for storing information and
instructions to be executed by CPU 860. Memory 820 also
may be used for storing temporary variables or other inter-
mediate information during execution of instructions to be
executed by CPU 860. Such instructions, when stored in
storage media accessible to CPU 860, render server comput-
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ing system 110 into a special-purpose machine that is cus-
tomized to perform the operations specified in the instruc-
tions.

The storage 830 may be a disk drive storage device, a read
only memory (ROM), or other static, non-transitory, and/or
computer-readable storage device or medium coupled to bus
840 for storing static information and instructions for CPU
860. Although shown as a single unit, the storage 830 may be
a combination of fixed and/or removable storage devices,
such as fixed disc drives, removable memory cards, and/or
optical storage, network attached storage (NAS), and/or a
storage area-network (SAN).

Programming instructions, such as the cluster engine 120,
the workflow engine 125, and/or the user interface engine
126, may be stored in the memory 820 and/or storage 830 in
various software modules, The modules may be stored in a
mass storage device (such as storage 830) as executable soft-
ware codes that are executed by the server computing system
110. These and other modules may include, by way of
example, components, such as software components, object-
oriented software components, class components and task
components, processes, functions, attributes, procedures,
subroutines, segments of program code, drivers, firmware,
microcode, circuitry, data, databases, data structures, tables,
arrays, and variables.

Iustratively, according to an embodiment, the memory
820 stores a seed list 210, a cluster engine 120, a cluster list
250, a workflow engine 125, and a user interface engine 126
(as described with reference to the various figures above). The
cluster engine 120 may include a cluster strategy 232-2. The
particular cluster strategy 232-2 may include data bindings
237-1, 237-2, and 237-3, with which the cluster engine 120
may access the cluster data source 160. The workflow engine
125 may include a scoring strategy 442-1.

Tustratively, according to an embodiment, the storage 830
includes a cluster strategy store 230, data bindings store 835,
a scoring strategy store 440, and one or more cluster analysis
rules or criteria 880. As described above, the cluster strategy
store 230 may include a collection of different cluster strate-
gies 232, such as cluster strategy 232-2. For example, the
cluster strategy store 230 may be a directory that includes the
cluster strategies 232-1,232-2 . . . 232-N as distinct modules.
The scoring strategy store 440 may include a collection of
different scoring strategies 442, such as scoring strategy 442-
2, and may also be a directory of distinct modules. The
data binding store 835 may include data bindings 237-1,
237-2 . ..237-M, which may also be stored as distinct mod-
ules within a directory.

Although shown in memory 820, the seed list 210, cluster
engine 120, cluster list 250, workflow engine 125, and the
user interface engine 126, may be stored in memory 820,
storage 830, and/or split between memory 820 and storage
830. Likewise, copies of the cluster strategy 232-2, data bind-
ing 237-1, 237-2, and 237-3, and scoring strategy 442-2 may
be stored in memory 820, storage 830, and/or split between
memory 820 and storage 830.

The network 150 may be any wired network, wireless
network, or combination thereof. In addition, the network 150
may be a personal area network, local area network, wide area
network, cable network, satellite network, cellular telephone
network, or combination thereof. Protocols and components
for communicating via the Internet or any of the other afore-
mentioned types of communication networks are well known
to those skilled in the art of computer communications and
thus, need not be described in more detail herein.

As described above in reference to FIG. 1, the server com-
puting system 110 may be in communication with one or
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more data sources 160. Communication between the server
computing system 110 and the data sources 160 may be via
the network 150 and/or direct. In an embodiment, an optional
data aggregator/formatter device and/or system may aggre-
gate various data from multiple data sources and/or may
format the data such that it may be received by the server
computing system 110 in a standardized and/or readable for-
mat. For example, when multiple data sources contain and/or
provide data in various formats, the data aggregator/formatter
may convert all the data into a similar format. Accordingly, in
an embodiment the system may receive and/or access data
from, or via, a device or system such as the data aggregator/
formatter.

As described above, in various embodiments the system
may be accessible by an analyst (and/or other operator or
user) through a web-based viewer, such as a web browser. In
this embodiment, the user interface may be generated by the
server computing system 110 and transmitted to the web
browser of the analyst. Alternatively, data necessary for gen-
erating the user interface may be provided by the server
computing system 110 to the browser, where the user inter-
face may be generated. The analyst/user may then interact
with the user interface through the web-browser. In an
embodiment, the user interface of the data analysis system
may be accessible through a dedicated software application.
In an embodiment, the client computing device 130 may be a
mobile computing device, and the user interface of the data
analysis system may be accessible through such a mobile
computing device (for example, a smartphone and/or tablet).
In this embodiment, the server computing system 110 may
generate and transmit a user interface to the mobile comput-
ing device. Alternatively, the mobile computing device may
include modules for generating the user interface, and the
server computing system 110 may provide user interaction
data to the mobile computing device. In an embodiment, the
server computing system 110 comprises a mobile computing
device. Additionally, in various embodiments any of the com-
ponents and/or functionality described above with reference
to the server computing system 110 (including, for example,
memory, storage, CPU, network interface, /O device inter-
face, and the like), and/or similar or corresponding compo-
nents and/or functionality, may be included in the client com-
puting device 130.

According to various embodiments, the data analysis sys-
tem and other methods and techniques described herein are
implemented by one or more special-purpose computing
devices. The special-purpose computing devices may be
hard-wired to perform the techniques, or may include digital
electronic devices such as one or more application-specific
integrated circuits (ASICs) or field programmable gate arrays
(FPGAs) that are persistently programmed to perform the
techniques, or may include one or more general purpose
hardware processors programmed to perform the techniques
pursuant to program instructions in firmware, memory, other
storage, or a combination. Such special-purpose computing
devices may also combine custom hard-wired logic, ASICs,
or FPGAs with custom programming to accomplish the tech-
niques. The special-purpose computing devices may be desk-
top computer systems, server computer systems, portable
computer systems, handheld devices, networking devices or
any other device or combination of devices that incorporate
hard-wired and/or program logic to implement the tech-
niques.

Computing devices of the data analysis system may gen-
erally be controlled and/or coordinated by operating system
software, such as i0S, Android, Chrome OS, Windows XP,
Windows Vista, Windows 7, Windows 8, Windows Server,
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Windows CE, Unix, Linux, SunOS, Solaris, i0S, Blackberry
OS, VxWorks, or other compatible operating systems. In
other embodiments, the computing devices may be controlled
by a proprietary operating system. Conventional operating
systems control and schedule computer processes for execu-
tion, perform memory management, provide file system, net-
working, 1/O services, and provide a user interface function-
ality, such as a graphical user interface (“GUI”), among other
things.

In general, the word “module,” as used herein, refers to a
collection of software instructions, possibly having entry and
exit points, written in a programming language, such as, for
example, Java, Lua, C or C++. A software module may be
compiled and linked into an executable program, installed in
a dynamic link library, or may be written in an interpreted
programming language such as, for example, BASIC, Perl, or
Python. It will be appreciated that software modules may be
callable from other modules or from themselves, and/or may
be invoked in response to detected events or interrupts. Soft-
ware modules configured for execution on computing devices
may be provided on a computer readable medium, such as a
compact disc, digital video disc, flash drive, magnetic disc, or
any other tangible medium, or as a digital download (and may
be originally stored in a compressed or installable format that
requires installation, decompression or decryption prior to
execution). Such software code may be stored, partially or
fully, on a memory device of the executing computing device,
for execution by the computing device. Software instructions
may be embedded in firmware, such as an EPROM. It will be
further appreciated that hardware devices (such as processors
and CPUs) may be comprised of connected logic units, such
as gates and flip-flops, and/or may be comprised of program-
mable units, such as programmable gate arrays or processors.
The modules or computing device functionality described
herein are preferably implemented as software modules, but
may be represented in hardware devices. Generally, the mod-
ules described herein refer to software modules that may be
combined with other modules or divided into sub-modules
despite their physical organization or storage.

Server computing system 110 may implement various of
the techniques and methods described herein using custom-
ized hard-wired logic, one or more ASICs or FPGAs, firm-
ware and/or program logic which, in combination with vari-
ous software modules, causes the server computing system
110 to be a special-purpose machine. According to one
embodiment, the techniques herein are performed by server
computing system 110 in response to CPU 860 executing one
or more sequences of one or more modules and/or instruc-
tions contained in memory 820. Such instructions may be
read into memory 820 from another storage medium, such as
storage 830. Execution of the sequences of instructions con-
tained in memory 820 may cause CPU 840 to perform the
processes and methods described herein. In alternative
embodiments, hard-wired circuitry may be used in place of or
in combination with software instructions.

The term “non-transitory media,” and similar terms, as
used herein refers to any media that store data and/or instruc-
tions that cause a machine to operate in a specific fashion.
Such non-transitory media may comprise non-volatile media
and/or volatile media. Non-volatile media includes, for
example, optical or magnetic disks, such as storage 830.
Volatile media includes dynamic memory, such as memory
820. Common forms of non-transitory media include, for
example, a floppy disk, a flexible disk, hard disk, solid state
drive, magnetic tape, or any other magnetic data storage
medium, a CD-ROM, any other optical data storage medium,
any physical medium with patterns of holes, a RAM, a
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PROM, and EPROM, a FLASH-EPROM, NVRAM, any
other memory chip or cartridge, and networked versions of
the same.

Non-transitory media is distinct from but may be used in
conjunction with transmission media. Transmission media
participates in transferring information between non-transi-
tory media. For example, transmission media includes
coaxial cables, copper wire and fiber optics, including the
wires that comprise bus 840. Transmission media may also
take the form of acoustic or light waves, such as those gener-
ated during radio-wave and infra-red data communications.

Various forms of media may be involved in carrying one or
more sequences of one or more instructions to CPU 860 for
execution. For example, the instructions may initially be car-
ried on a magnetic disk or solid state drive of a remote com-
puter. The remote computer may load the instructions and/or
modules into its dynamic memory and send the instructions
over a telephone or cable line using a modem. A modem local
to server computing system 820 may receive the data on the
telephone/cable line and use a converter device including the
appropriate circuitry to place the data on bus 840. Bus 840
carries the data to memory 820, from which CPU 860
retrieves and executes the instructions. The instructions
received by memory 820 may optionally be stored on storage
830 either before or after execution by CPU 860.

VII. Additional Example Applications

While financial fraud using credit card accounts is used as
a primary reference example in the discussion above, the
techniques described herein may be adapted for use with a
variety of data sets and in various applications. Such applica-
tions may include, for example, financial fraud detection, tax
fraud detection, beaconing malware detection, malware user-
agent detection, other types of malware detection, activity
trend detection, health insurance fraud detection, financial
account fraud detection, detection of activity by networks of
individuals, criminal activity detection, network intrusion
detection, detection of phishing efforts, money laundering
detection, and/or financial malfeasance detection. For
example, information from data logs of online systems may
be evaluated as seeds to improve cyber security. In such a
case, a seed may be a suspicious IP address, a compromised
user account, and the like. From the seeds, log data, DHCP
logs, IP blacklists, packet captures, webapp logs, and other
server and database logs may be used to create clusters of
activity related to the suspicions seeds. Other examples
include data quality analysis used to cluster transactions pro-
cessed through a computer system (whether financial or oth-
erwise). A number of examples of such applications are
described in detail below in reference the various figures.

VIII. Example Generalized Method of the Data
Analysis System

FIG. 9 is a flowchart of an example generalized method of
the data analysis system, according to an embodiment of the
present disclosure. In various embodiments, fewer blocks or
additional blocks may be included in the process of FIG. 9, or
various blocks may be performed in an order different from
that shown in the figure. Further, one or more blocks in the
figure may be performed by various components of the data
analysis system, for example, server computing system 110
(described above in reference to FIG. 8).

As described above, and as shown in the embodiment of
FIG. 9, the data analysis system may generate a seed or
multiple seeds (block 910), may generate clusters based on
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those seed(s) (block 920), may generate a score or multiple
scores for each generated cluster (block 930), may generate a
metascore for each generated cluster (block 940), and may
optionally rank the generated clusters based on the generated
metascores (block 950). In various embodiments, the data
analysis system may or may not generate multiple scores for
each cluster, may or may not generate metascores for each
cluster, and/or may or may not rank the clusters. In an
embodiment, the system may rank clusters based on one or
more scores that are not metascores.

Further, as described above, the seeds may include one or
multiple data items, and may be generated based on seed
generation strategies and/or rules. Similarly, the clusters may
include one or multiple data items related to a seed, including
the seed, and may be generated based on cluster generation
strategies and/or rules (including data bindings and/or search-
ing and filtering are performed through, for example, a
generic interface to various data sources). Scores and metas-
cores may be determined based on attributes, characteristics,
and/or properties associated with data items that make up a
given cluster.

Example applications of the data analysis system, includ-
ing methods and systems for identifying data items, generat-
ing data clusters, and analyzing/scoring clusters, are dis-
closed in the various related applications listed above and
previously incorporated by reference herein.

IX. Cluster Analysis and Example Analysis User
Interfaces

FIGS. 10A-10C and 11-22, described below, illustrate
methods and user interfaces of the data analysis system,
according to various embodiments, in which data clusters are
automatically generated, analyzed, and presented to an ana-
lyst such that the analyst may quickly and efficiently evaluate
the clusters. In particular, as described below the data analysis
system may apply one or more analysis criteria or rules to the
data clusters so as to generate human-readable “conclusions”
(as described above, also referred to herein as “summaries™).
The conclusions may be displayed in an analysis user inter-
face through which the analyst may evaluate the clusters
and/or access more detailed data related to the cluster. In an
embodiment, a cluster type may be associated with each
cluster, and may be determined according to the cluster strat-
egy that generated the cluster. Further, the system may gen-
erate “alert scores” for the clusters which may be used to
prioritize clusters displayed to the analyst.

The various methods and user interfaces described below
in reference to FIGS. 10A-10C and 11-22 may be imple-
mented by various aspects of the data analysis system (for
example, the server computing system 110 and/or another
suitable computing system) as described above. For example,
clustering may be accomplished according to seed generation
and clustering strategies and rules as implemented by, for
example, the cluster/rules engine 120; cluster analysis may be
accomplished according to analysis rules/criteria 880 as
implemented by, for example, the cluster/rules engine 120;
cluster scoring (for example, generation of alert scores) may
be accomplished according to scoring strategies as imple-
mented by, for example, the cluster/rules engine 120; and user
interface may be generated and/or presented to the analyst by,
for example, the user interface engine 126; among other
aspects.

Additionally, in the methods described in reference to the
flowcharts of FIGS. 10A-10B and 21 below, in various
embodiments, fewer blocks or additional blocks may be
included in the example methods depicted, or various blocks
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may be performed in an order different from that shown in the
figures. Further, in various embodiments, one or more blocks
in the figures may be performed by various components of the
data analysis system, for example, server computing system
110 (described above in reference to FIG. 8) and/or another
suitable computing system.

a. Example Method of Cluster Analysis

FIG. 10A is a flowchart for an example method of data
cluster analysis, according to an embodiment of the present
disclosure. In FIG. 10A, blocks 910 and 920 of the flowchart
proceed generally as described in reference to the flowchart of
FIG. 9. For example, at block 910 seeds are generated accord-
ing to one or more seed generation strategies. Examples of
seed generation strategies are described in the various related
applications listed above and previously incorporated by ref-
erence herein. Examples include identifying tax returns that
are potentially fraudulent, identifying communications that
are potentially associated with beaconing malware, and/or
identifying emails potentially associated with phishing cam-
paigns, among others. Further, at block 920 clusters are gen-
erated based on the one or more generated seeds and accord-
ing to the one or more cluster generation strategies. Examples
of cluster generation strategies (as mentioned above, also
referred to herein as “cluster strategies,” “clustering strate-
gies,” and/or “cluster generation rules”) are described in the
various related applications listed above and previously
incorporated by reference herein. Examples include strate-
gies for financial fraud detection, tax fraud detection, beacon-
ing malware detection, malware user-agent detection, other
types of malware detection, activity trend detection, health
insurance fraud detection, financial account fraud detection,
detection of activity by networks of individuals, criminal
activity detection, network intrusion detection, detection of
phishing efforts, money laundering detection, and/or finan-
cial malfeasance detection, among others.

A cluster of data items generated according to a given
clustering strategy (and its associated seed generation strat-
egy or strategies) may be understood as having a “cluster
type” (also referred to as a “data cluster type”) corresponding
to that clustering strategy. For example, a particular clustering
strategy may be referred to as “Tax Fraud,” because the clus-
tering strategy relates to identifying clusters of data items
related to potential tax fraud. A cluster of data items generated
according to that clustering strategy may therefore have a
“cluster type” of “Tax Fraud.” In another example, a cluster
generated by an “Internal Phishing” clustering strategy (and
its associated seed generation strategy or strategies) has a
cluster type of “Internal Phishing.”

At block 1002 of, the system generates “alerts” for each of
the clusters. An “alert” includes various types of information
related to the cluster that may be useful to an analyst in
evaluating the importance or criticality of the cluster in the
context of a particular investigation. Generating an alert may
include applying various cluster analysis rules or criteria to
analyze the cluster and so as to generate human-readable
cluster conclusions, as mentioned above. Generating an alert
may further include generating an alert score for the cluster.
Details regarding generation of alerts are described below in
reference to FIG. 10B.

Atblock 1004 of FIG. 10A, a cluster analysis user interface
is provided to the user (for example, an analyst). FIGS. 11-20
and 22, described below, include examples of cluster analysis
user interfaces of the data analysis system. As described
below, a user interface may include a listing of alerts, each
alert corresponding to a particular generated and analyzed
cluster. The alerts may be organized and grouped according to
cluster types. Further, the analyst may view a user interface
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including detailed information related to each alert, including
the human-readable conclusions, the alert scores, and various
detailed data related to the clusters. For example, in a given
alert the analyst may be provided with a name of the cluster,
a cluster strategy by which the cluster was generated (also
referred to as the cluster type), a list of generated conclusions,
and/or one or more lists and/or tables of data related to the
cluster. The one or more lists and/or tables of data related to
the cluster may be drawn from the data items of the cluster,
and may be filtered by the analyst according to time and/or
type of data.

At block 1006, the system regenerates previously gener-
ated clusters. In various implementations the data items from
which seeds are selected/generated and from which clusters
are generated may change after a cluster is generated. In the
example of tax fraud detection, additional tax return data
items may be received, or additional phone number data items
may be received that relate to a person in a previously gener-
ated cluster. Such information may have been included in a
cluster if it had been available at the time the cluster was
created. Accordingly, the system may regenerate clusters so
as to include the data items and/or other information that has
become available since the last time the cluster was gener-
ated. After, or in response to, a cluster being regenerated, the
system reanalyzes the cluster and may, in an embodiment,
generate an alert for the regenerated and reanalyzed cluster
(as indicated by the arrow back to block 1002). In another
embodiment, as described below in reference FIG. 21, when
a given cluster is regenerated, a previously generated alert for
that cluster may be updated or, alternatively, a new alert may
be generated including a link to the previously generated
alert.

In an embodiment, as shown at block 10064, clusters may
beregenerated on a schedule. For example, the system may be
configured to regenerate clusters after a particular number of
seconds, minutes, hours, or days, or at particular times every
hour or day. In another embodiment, as shown at block 10065,
clusters may be regenerated as needed, such as in response to
the system detecting one or more changes in data items and
automatically executing a cluster regeneration process. For
example, the system may be configured to automatically
regenerate clusters when it detects that new data items (and/or
other information) are received by the system, new data items
(and/or other information) related to a cluster (and/or poten-
tially related to a cluster) are received by the system, new data
items (and/or other information) connected to a cluster or a
dataitem in a cluster is received by the system, an analyst logs
into the system, and/or an analyst views a cluster. In another
embodiment, as shown at block 1006c¢, clusters may be regen-
erated on demand. For example, clusters may be regenerated
when requested by an analyst (via, for example, a user inter-
face of the system).

In any of the embodiments of blocks 10064, 10065, and
1006¢, all clusters may be regenerated or portions of clusters
may be regenerated, in any combination. For example, clus-
ters associated with a particular clustering strategy may be
generated on a particular schedule, while clusters associated
with a different clustering strategy may be generated on a
different schedule (and/or as needed and/or on demand). In
another example, individual clusters may be regenerated, or
other relationships among clusters may be used to determine
which clusters are to be regenerated at a given time.

At optional block 1008, clusters are merged as described
above. For example, if a regenerated cluster includes a data
item also included in a different cluster, the regenerated clus-
ter and the different cluster may optionally be merged. In the
embodiment of FIG. 10A, only clusters generated according
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to the same clustering strategy (for example, having the same
cluster type) may be merged. In this embodiment, alerts gen-
erated for clusters having different cluster types may be
linked even if the clusters are not merged, as described below
in reference to FIGS. 21 and 22. In alternative embodiments,
clusters generated according to different clustering strategies
(for example, having different cluster types) may be merged.

b. Example Method of Alert Generation

FIG. 10B is a flowchart of an example method of alert
generation for a particular data cluster, according to an
embodiment of the present disclosure. At block 1022, the
system accesses data, including data items and related meta-
data and other information, of the data cluster. As described
below, this accessed cluster data is analyzed to generate the
human-readable conclusions, the alert scores, and may be
included and organized in the user interface of the alert. At
block 1024, the system determines the cluster type of the data
cluster. As mentioned above, a data cluster generated accord-
ing to a given clustering strategy (and its associated seed
generation strategy or strategies) may be understood as hav-
ing a “cluster type” (also referred to as a “data cluster type”)
corresponding to that clustering strategy.

At block 1026, having determined the cluster type of the
data cluster, the system accesses one or more cluster analysis
rules or criteria associated with that cluster type. As various
data clusters may be generated according to different cluster-
ing strategies, and each of the clustering strategies may be
associated with differing types of investigations, the analysis
rules or criteria used to analyze the clusters vary according to
the cluster types and their respective associated types of
investigations.

At block 1028, the system analyzes the data cluster based
on the accessed analysis rules/criteria. The cluster data is then
evaluated by the system (for example, by the cluster/rules
engine 120) according to the analysis rules/criteria. Many
examples of cluster analysis according to various clustering
strategies are described in the various related applications
listed above and previously incorporated by reference herein.
Inthe various examples, analysis of clusters may be described
in the context of cluster scoring (for example, generating of
clusters scores and/or metascores). For example, in U.S.
patent application Ser. No. 14/139,628, cluster data is scored
and/or analyzed in various contexts including, among others:

Tax Fraud Detection, in which clusters are analyzed to
determine a number of known fraudulent returns in a
cluster, a number of first-time filers in the cluster, and/or
a mismatch between reported incomes in the cluster,
among others.

Beaconing Malware Detection, in which clusters are ana-
lyzed to determine a number of known bad domains in a
cluster, an average request size in the cluster, and/or a
number of requests blocked by a proxy in the cluster,
among others.

Additional examples are described below in reference to
FIGS. 24A-24C, 25A-25B, 26A-26C, and 27A-27C, in
which cluster data is scored and/or analyzed in various con-
texts including:

Internal and External Phishing, in which clusters are ana-
lyzed to determine a most common email subject of
emails in the cluster, numbers of emails in the cluster
sent within particular time periods, and/or number of
recipients of emails in the cluster, among others.

Internal and External Threat Intel, in which clusters are
analyzed to determine a number of URLs in the cluster
referenced by an analyzed malware data item, a percent-
age of traffic in the cluster categorized as likely mali-
cious, and/or a highest organizationally hierarchical
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position of a person in the cluster associated with a
malicious connection, among others.

IDS (Intrusion Detection System), in which clusters are
analyzed to determine a time spanned by alert notices in
the cluster and/or a number of alert notices associated
with particular IP addresses, among others.

1. “Conclusions”

At block 1030 of FIG. 10B, the system generates one or
more conclusions for the analyzed data cluster based on the
cluster analysis. As described above, the generated conclu-
sions (also referred to herein as summaries) comprise com-
pact, human-readable phrases or sentences that provide
highly relevant, and easily evaluated (by a human analyst),
information regarding the data in the cluster (for example,
data items and metadata). The conclusions may be useful to
an analyst in evaluating the importance or criticality of the
cluster in the context of a particular investigation. As with the
analysis rules/criteria described above, each cluster type may
be related to a set of conclusions appropriate to the type of
investigation associated with the cluster type. FIG. 10C illus-
trates various example templates for conclusions (also
referred to herein as “conclusion templates™) associated with
various types of data clusters, according to an embodiment.
For example, five cluster types (which are each associated
with various seed generation, clustering, and scoring strate-
gies) are included in the example embodiment of FIG. 10C:
Internal Phishing, External Phishing, Internal Threat Intel,
External Threat Intel, and IDS (short for Intrusion Detection
System). Each of the example cluster types is associated with
one or more conclusion templates, as shown in the right
column of the table of FIG. 10C. The conclusion templates
include fields (indicated by the symbols < and >) into which
cluster information, obtained as a result of the cluster analy-
sis, is inserted when the conclusion is generated.

For example, in reference to the embodiment of FIG. 10C,
for the cluster type “External Phishing,” a conclusion tem-
plate is “This campaign consists of <m> emails submitted to
external Abuse,” where <m> indicates a field to be filled in by
the system based on the cluster analysis, and “external Abuse”
may refer to an email address or box. In generating this
conclusion, the system accesses the relevant set of conclu-
sions (for example, conclusions associated with the type of
the cluster analyzed) and inserts relevant cluster analysis data
into each of the conclusions (for example, “This campaign
consists of 25 emails submitted to external Abuse”). In
another example, for the cluster type “External Threat Intel,”
a conclusion template is “<k>% of proxy traffic was blocked,
and <[>% was marked as malicious by Proxy,” where <k>and
<I> indicate fields to be filled in by the system based on the
cluster analysis. In generating this conclusion, the system
accesses the relevant set of conclusions (for example, conclu-
sions associated with the type of the cluster analyzed) and
inserts relevant cluster analysis data into each of the conclu-
sion templates (for example, “10% of proxy traffic was
blocked, and 7% was marked as malicious by Proxy”).

In an embodiment, conclusion templates, such as those
listed in the table of FIG. 10C, may be manually generated by
humans based on a determination of information likely to be
helpful to an analyst in evaluating alerts/clusters. The manu-
ally generated conclusion templates associated with respec-
tive cluster types may then be automatically accessed by the
system (e.g., after automatically determining which conclu-
sion templates are applicable), relevant data may be inserted
into any indicated fields, and conclusions may then be auto-
matically generated based on the selected conclusion tem-
plate(s) and presented on a user interface (as described
below). In another embodiment, the system may automati-
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cally use heuristics to generate conclusion templates that may
then be presented by the system. In this example, the system
may determine, over time, information most useful to ana-
lysts, and thereby generate conclusion templates and conclu-
sions based on that useful information.

In an embodiment, a predefined group of conclusions may
be associated with each cluster type. In this embodiment, all
conclusions in the relevant group may be generated and pre-
sented in the user interface for each respective alert. In
another embodiment, various conclusions may be associated
with each cluster type, and the system may determine par-
ticular conclusions, based on the cluster analysis, to generate
and present in the user interface. In this embodiment, the
system may select particular conclusions based on a likeli-
hood that the particular conclusions will be helpful to the
analyst in evaluating the cluster. For example, when a cluster
does not have any data items (and/or other information) of a
particular type that are enumerated (and/or otherwise evalu-
ated) in a particular conclusion, that particular conclusion
may not be displayed to the analyst. Alternatively, the system
may indicate to the analyst that the particular conclusion is
not applicable to the cluster.

In an embodiment, conclusions may be unique to each
cluster type. In another embodiment, conclusions may be
applicable to multiple cluster types.

In an embodiment, a conclusion may not express an opin-
ion, but may only provide factual information. For example,
“Less than 1 MB of data was exchanged with the following
URL: http://example.com.” In another embodiment, a con-
clusion may express an opinion if a judgment threshold is
provided (for example, some factual basis for the opinion),
but not otherwise. For example, an appropriate conclusion
may be “Only a small amount of data, 0.7 MB, was exchanged
with the following URL: http://example.com,” while an inap-
propriate conclusion may be “Only a small amount of data
was exchanged with the following URL: http://example-
.com.” In various embodiments, conclusions generated by the
system provide factual and/or opinion information to the
analyst in the context of a particular investigation and/or
cluster/alert type.

In an embodiment, each conclusion is limited to a particu-
lar number of words, for example, 10, 15, or some other
number. In an embodiment, each user interface associated
with an alert (as described below) displays between one and
some other number of conclusions, for example, 2, 3, 4, 5,
among others.

ii. “Alert Score”

Turning again to the embodiment shown in FIG. 10B, at
block 1032, the system generates an alert score for the ana-
lyzed data cluster based on the cluster analysis. As described
above, the alert score may be the same as, similar to, and/or
based on any of the scores, metascores, and/or conclusions
described herein. An alert score may provide an initial indi-
cation to an analyst of a likelihood that a cluster/alert is
important or critical in the context of a particular investigation
(for example, a degree of correlation between characteristics
of the cluster/alert and the analysis rules/criteria). As
described below, the alert score is represented in the analysis
user interface by an indicator, icon, color, and/or the like. An
analyst may sort alerts/clusters based on the alert scores so as
to enable an efficient investigation of more important alerts/
clusters first.

In an embodiment, the alert score may be a metascore, and
may be one of multiple values. For example, the alert score
may be one of three values corresponding to, for example, a
high alert, a medium alert, or a low alert. In other embodi-
ments, the alert score may be partitioned into more or fewer
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values. Examples of various scores and metascores associ-
ated with various cluster strategies are described in the vari-
ous related applications listed above and previously incorpo-
rated by reference herein. For example, in U.S. patent
application Ser. No. 14/139,628, example cluster metascores
are described in the contexts of tax fraud detection, beaconing
malware detection, malware user-agent detection, and activ-
ity trend detection.

As mentioned above, in an embodiment, the alert score
may be binned into one of three bins corresponding to a high
alert, a medium alert, or a low alert. Each alert level may be
associated with an indicator, icon, color, and/or the like. For
example, a high alert may be associated with red (and/or
another color), a medium alert may be associated with orange
(and/or another color), and a low alert may be associated grey
(and/or another color).

In an embodiment, the cluster alert score is determined
based on and conveys both a determined importance/critical-
ity (for example, a metascore comprising scores showing a
high number of data items may indicate likely fraud) and a
confidence level in the determined importance/criticality. For
example:

A high alert may be indicated when:

an importance metascore is above a particular threshold
(for example, greater than 60%, or some other percent
or number), AND a confidence level is above a par-
ticular threshold (for example, greater than 70%, or
some other percent or number).

A medium alert may be indicated when:

an importance metascore is below a particular threshold
(for example, less than 60%, or some other percent or
number), AND a confidence level is above a particular
threshold (for example, greater than 70%, or some
other percent or number), OR

an importance metascore is above a particular threshold
(for example, greater than 60%, or some other percent
or number), AND a confidence level is below a par-
ticular threshold (for example, less than 30%, or some
other percent or number).

A low alert may be indicated when:

either an importance metascore is below a particular
threshold (for example, less than 60%, or some other
percent or number), OR a confidence level is below a
particular threshold (for example, less than 30%, or
some other percent or number).

In other embodiments, other criteria may be used to deter-
mine alert levels to provide to the end user, possibly based on
additional or fewer parameters than discussed above. In some
examples, alerts are associated with ranges of importance
metascores and/or confidence levels, rather than only a mini-
mum or maximum level of particular scores as in the
examples above.

In an embodiment, a confidence level may be determined
based on a false positive rate. The false positive rate may be
based on, for example, historical information indicating how
frequently other clusters having similar fraud indicators (for
example, indicators used in the determination of the impor-
tance metascore) have been determined, after human analy-
sis, to be critical or not consistent with the importance metas-
core. The false positive rate may also (or alternatively) be
based on, for example, information provided from third-par-
ties, such as blacklists that include a likelihood that any item
on the blacklist is a false positive.

As mentioned above, in an embodiment the alert score may
be based on one or more cluster scores and/or the analysis
rules/criteria. In this embodiment, a high alert score may
indicate a high degree of correlation between characteristics
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(for example, data and metadata) of the cluster and the analy-
sis rules/criteria (that may, for example, indicate a likelihood
of'fraud, among other indications). Similarly, a low alert score
may indicate a high degree of correlation between character-
istics of the cluster and the analysis rules/criteria.

c. Example Analysis User Interfaces

FIGS. 11-20 illustrate example data cluster analysis user
interfaces of the data analysis system, according to embodi-
ments of the present disclosure. In various embodiments,
aspects of the user interfaces may be rearranged from what is
shown and described below, and/or particular aspects may or
may not be included. However, the embodiments described
below in reference to FIGS. 11-20 provides example analysis
user interfaces of the system.

FIG. 11 illustrates a user interface 1102 of the system in
which various indicators of alerts associated with various
types of clusters are displayed, according to an embodiment.
The user interface 1102 includes a panel 1104 including a
listing of various cluster types 1106 (which are each associ-
ated with respective clustering strategies). Selection of one of
the cluster types 1106 results in a display of indications of
associated alerts in the panel 1112. In FIG. 11, selection of
“All” 1108 causes display of a combined list of indicators
associated with all types of clusters in the panel 1112. Indi-
cator 1110 shows a number of alerts among all the cluster
types. Inthe panel 1112, at 1114 it is indicated that the present
view is the “Inbox.” The Inbox includes indications of alerts
that have not yet been “Archived” by the analyst (as described
below). Alternatively, the Inbox may show indications of
alerts that have not yet been viewed by the analyst.

At 1116 an indication of an alert is shown. As discussed
above, each listed alert corresponds to a particular data item
cluster that has been generated, analyzed, and scored. Various
details related to the alert are displayed including an alert title
(for example, “!! Activity summary for Acct#1074911”), an
indication of a time 1118 when the event associated with the
alert occurred (for example, “1 hour ago™), and an indication
of'the cluster type 1120 (for example, “SYNTHETICS”). The
alert title may be a single, human-readable summary phrase
or sentence, and may be generated similar to the generation of
conclusions described above, and/or may be (or include) one
of the conclusions described above. In the example shown,
the alert 1116 is related to identification of fraudulent bank
accounts, and the alert title indicates the number of the pri-
mary bank account associated with the cluster. Additionally,
the “!'” symbol shown at the beginning of the alert title
provides an indication of the alert score of the alert. In the
example shown, a “!!” indicated a medium risk level, a “!!1”
indicates a high risk level, and no symbol indicates a low risk
level. In other embodiments the alert level of an alert may be
indicated by an icon and/or coloring of the alert indicator,
among other indications. The analyst may select any of the
listed alert indicators to view additional detail related to the
selected alert. In an embodiment, the list of alert indicators
may automatically be sorted according to one or more crite-
ria, for example, the alert score. In an embodiment, the analy-
sis may choose to sort the list of alert indicators as desired. In
an embodiment, the time 1118 may be a time when the alert
was generated, rather than the time the event associated with
the alert occurred. In another embodiment, the time 1118 may
include both the time the alert was generated and the time the
event associated with the alert occurred.

FIG. 12 illustrates a user interface 1202 of the system in
which a particular selected alert is displayed, according to an
embodiment. The upper portion 1203 of the user interface
may be colored to correspond to the alert score, as described
above. At 1204 the alert title is displayed. A unique icon 1205
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associated with the cluster types may be displayed. At 1206,
an indication of the cluster type is given, as well as a unique
identifier of the alert (for example, “#116,” which may be
useful for further investigation, note taking, and/or sharing by
the analyst). At 1208 various conclusions (generated as
described above) associated with the cluster are displayed.
For example, in the cluster represented by the alert shown, the
conclusions indicate that there have been no money transfers
to other accounts, there are 13 transactions, the largest trans-
actionis $9,897.61, and 2 online accounts have been accessed
by 29 computers. Such information may be helpful to an
analyst in evaluating whether or not the alert includes
accounts associated with fraudulent identities (also referred
to as synthetic identities).

Selectable buttons 1210 and 1212 (and/or other user inter-
face elements) are displayed by which the analyst may access
detailed cluster data. For example, the analyst may select
“Latest Online Account Logins” button 1210 to view a listing
of most recent account login data panel 1214. Similarly, the
analyst may select “Latest Transactions™ 1212 to view a list-
ing of transaction data in the panel 1214. Additional buttons
or controls may be included in the display such that the
analyst may view other data related to the cluster. As shown,
the data displayed in the panel 1214 may be organized in a
table including columns and rows. Data displayed may be
drawn from various data items and/or other information
included in the cluster. The particular buttons (such as buttons
1210 and 1212) displayed in the alert may be defined by the
clustering strategy and/or another set of rules related to the
cluster type. FIG. 13 shows the same alert as shown in FIG.
12, however the latest transactions button 1212 has been
selected by the analyst, such that the information in panel
1214 is updated to show a listing of most recent transactions.
In an embodiment, information shown in the panel 1214 may
be automatically sorted chronologically from most recent
event. Further the analyst may select the button 1302 to view
further additional cluster data.

In other embodiments, the user interface may include links
(for example, via buttons or other user interface elements) to
relevant cluster information internal to an organization using
the data analysis system, external to the organization, and/or
other types information.

FIG. 14 illustrates a user interface 1402 of the system that
is displayed when the show logs button 1302 (of FIG. 13) is
selected, according to an embodiment. The user interface
includes various cluster data and information 1404 organized
inatable, adropdown list of data types or sources 1406, a time
filter 1408, and the button 1302 that may be selected to go
back to the alert display of FIG. 12 or 13. The cluster data and
information 1404 may be drawn from various data items
and/or other information included in the cluster. The table
shown is a stacked table, meaning that multiple differing
types of data are displayed in the table, and the types of data
displayed in a given column or row of the table may change
within the given column or row. For example, as the drop-
down 1406 indicates that all data types are displayed, the top
portion of the table, as indicated by the left-most column,
includes Address data items, the next portion of the table
(below the top portion) includes Transaction data items, the
next portion of the table includes Account data items, the next
portion of the table includes Online Account data items, and
the bottom portion of the table includes Customer data items.
The analyst or other user may scroll down the table to view
additional table entries, and/or may scroll horizontally to
view additional columns of the table. In various embodiments
the table may or may not be sorted by default in a chronologi-
cal order, and the columns may or may not be arranged such
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that the first column for each data type is a timestamp. In an
embodiment, information displayed in the table is raw data
drawn from entries associated with data items of the cluster.

FIG. 15 illustrates the same user interface as shown in FIG.
14, but shows various changes made by the analyst, according
to an embodiment. For example, the analyst has selected the
dropdown box 1406 to view the various types of data that may
be selected. Further, the analyst has moved a starting-time
indicator 1502 on the time filter 1408. Moving the starting-
time indicator 1502 causes the data displayed in the table to be
filtered to include only data that was produced and/or relates
to items or events that occurred within a time span indicated
by the starting-time indicator 1502 and an ending-time indi-
cator 1504.

FIG. 16 illustrates the same user interface as shown in FIG.
14, but shows various changes made by the analyst. For
example, the analyst has selected to view only Transaction
data items via the dropdown box 1406. Further, the analyst
has adjusted the time filter 1408 to filter that data items for a
different particular time span. Accordingly, the table 1602
only displayed Transaction information related to the speci-
fied time span.

FIG. 17 illustrates the same user interface as shown in FIG.
14, but shows that the analyst may further filter the data
displayed in the table by values in any of the columns. For
example, a Type dropdown menu 1702 may be used by the
analyst to specify particular types of transactions that are to be
displayed in the table, such that other types of transactions are
not displayed. The analyst may specify multiple types by
selection and/or text input, and may selectively remove types
that are selected.

FIG. 18 illustrates a user interface 1802 similar to the user
interface of FIG. 11, according to an embodiment. In the user
interface of FIG. 18, at 1804 the user has selected to view only
indications of alerts of the type “Synthetics.” Additionally,
FIG. 18 illustrates that the analyst may select multiple indi-
cations of alerts, as shown at 1806, such that multiple alerts
may be “archived” simultaneously by selection of the archive
button 1808. Archiving alerts causes the alerts to be removed
from the “Inbox” display. As shown in user interface 1902 of
FIG. 19, the analyst may select to view “archived” alerts via
the dropdown box 1904. Archived alerts are displayed in a list
similar to the list of alerts provided in the Inbox. In an
embodiment, archiving of alerts enables an analyst to indicate
that they have reviewed a particular alert. The analyst may
move the alert from the archive back to the inbox. Further, in
other embodiments, alerts may be moved to additional cat-
egories (default and/or user defined), for example, a “Starred”
category may be available. Archived alerts may automatically
be moved back into the inbox when new data items are added
to a cluster associated with an archived alert, such as when the
cluster is regenerated, for example.

FIG. 20 illustrates a user interface 2002, similar to the user
interface of FIG. 11, in which the left panel 1104 has been
collapsed (as indicated by 2004) to provide a more stream-
lined display for the analyst, according to an embodiment.

In an embodiment, the alert user interface, for example the
user interface of FIG. 12, may include user interface elements
(such as buttons) selectable by the analyst to cause the system
to archive an alert, categorize an alert, change an alert level,
and/or share an alert with other analysts. In an embodiment,
the alert user interface may include a button to add the cluster
data items of a graph, as described in various related applica-
tions listed above and previously incorporated by reference
herein. Further, the system may enable an analyst viewing a
graph of data items to go to alerts representing clusters in
which that data item is included.
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In an embodiment, the analysis user interface, for example
the user interface of FIG. 11, may include further details
related to each of the indicated alerts. For example, the user
interface of FIG. 11 may include conclusions associated with
each of the listed alert indications. Providing data to the
analyst in this way may enable the analyst to efficiently evalu-
ate clusters without necessarily viewing the alert user inter-
face.

In an embodiment, the analysis user interface, for example
the user interface of FIG. 11, may include, in the list of
indications of alerts, indications of events of interest to the
analyst but generated by other processed. For example, the
list may include indications of notices generated by third-
party software (for example, a virus scanner).

d. Linking of Related Alerts/Clusters

FIG. 21 is a flowchart of an example method of linking
related alerts or data clusters, according to an embodiment of
the present disclosure. As described above, when clusters are
regenerated, if two clusters of the same type have common
data items, the two cluster of the same type may then be
merged. However, when two clusters having different cluster
types include common data items, they are not generally
merged. In order to notify the analyst that two data clusters of
different types have common data items, the example method
of FIG. 21 may be executed by the system. Such a notification
may advantageously enable an analyst, for example, to find
additional connections in the context of an investigation. For
example, the analyst may discover that an item of malware
associated with a malware cluster is hosted at a website that is
linked to by phishing emails in a phishing cluster.

In the example method of FIG. 21, at block 2102, the
system finds or determines clusters of different cluster types
(for example, that were generated according to different clus-
tering strategies) that have common data items (and/or other
information). At optional block 2104, a link between the
related clusters/alerts may be generated. FIG. 22 illustrates an
example data cluster analysis user interface 2202 in which
related alerts or data clusters are linked to one another,
according to an embodiment of the present disclosure. As
shown, at 2404 links from the current alert/cluster to two
other related alerts/clusters is provided. The analyst may then
select one of the links (for example, either “Cluster ABC” or
“Cluster XYZ”) to view the alert pertaining to that cluster. In
an embodiment, an indication of the common data items
among the clusters is provided in the user interface.

Turning again to the example method of FIG. 21, at
optional block 2106 the clusters/alerts may be merged. For
example, rather than simply linking among related alerts (as
in FIG. 22), the system may combine the alerts into a single
alert user interface.

Further, in the example method of FIG. 21, at optional
block 2108, the analyst may be notified when two clusters/
alerts are linked or related. For example, the analyst may be
notified via a popup message displaying in the analysis user
interface, via an email or other message, and/or via any other
appropriate communications method.

e. Regenerated Clusters/Alerts

In an embodiment, when a cluster is regenerated, as
described above with reference to block 1006 of F1IG. 10A, an
alert may be updated, the analyst may be notified, and/or a
new alert may be generated. FIG. 23 is a flowchart of an
example method of updating alerts in response to cluster
regeneration, according to an embodiment of the present dis-
closure. At block 2302 of the example method shown, a
cluster has been regenerated. At block 2304, the system deter-
mines whether any changes have been made to the cluster (for
example, any new data items added to the cluster). If not, then
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at block 2306 the alert corresponding to the cluster is not
updated and the method ends. If so, then at block 2308 the
system determines whether the analyst has viewed and/or
archived the alert corresponding to the cluster. If not, then at
block 2310 the alert is updated such that the cluster analysis is
rerun, and the alert data (for example, the conclusions) is
regenerated, on the new cluster including the new data items.
Inthis block, as the analyst has not previously interacted with
the alert, no notifications regarding changes to the alert/clus-
ter are provided. If the analyst has viewed and/or archived the
alert, then at blocks 2312 and 2314 the alert may be updated,
changes to the alert may be shown in the alert user interface,
and/or a new alert may be generated and links between the
new and old alerts may be generated and provided in the alert
user interfaces. For example, if the analyst was to selectan old
alert that had been superseded due to cluster regeneration, the
system may automatically forward the analyst to the new alert
and display a message such as “You have been redirected to
the most recent version of this alert. Return to alert 277
Selection of “Return to alert 277 may cause the old alertto be
displayed, where a message may be included such as “There
is a more recent version of this alert,” (which may link to the
new alert).

In an embodiment, when regenerated clusters of a same
cluster type are merged, alerts corresponding to those previ-
ous two clusters may be merged and updates may be dis-
played, and/or a new alert may be generated (and linked to
from the old alerts) as described above.

In an embodiment, the system may provide a data feed
including timely updates (including analysis information) on
any changes to any previously generated clusters, and/or any
newly generated clusters.

X. Example Applications of the Data Analysis
System

FIGS. 24A-24C, 25A-25B, 26A-26C, and 27A-27C,
described below, illustrate a number of example applications
of'the data analysis system, according to embodiments of the
present disclosure, in which, for example, seeds are gener-
ated, clusters are generated, clusters are analyzed, alerts are
generated, conclusions are generated, alert scores are gener-
ated, and/or analysis user interfaces are generated and/or
presented. For example, FIGS. 24A-24C and 25A-25B illus-
trate embodiments of the data analysis system as applied to
detection of malware threats, FIGS. 26A-26C illustrate
embodiments of the data analysis system as applied to net-
work intrusion activities, and FIGS. 27A-27C illustrate
embodiments of the data analysis system as applied to phish-
ing threat detection.

In general the methods described below in reference to
FIGS. 24A-24B, 25A-25B, 26 A-26B, and 27A-27B illustrate
various example embodiments of aspects of the data analysis
system as described above in reference to, for example FIG.
10A. For example, FIGS. 24A, 25A, 26A, and 27A-27B
illustrate example methods of seed generation (according to
various seed generation strategies) corresponding to block
910 of FIG. 10A; and FIGS. 24B, 25B, 26B, and 27A-27B
illustrate example methods of cluster generation (according
to various cluster generation strategies) corresponding to
block 920 of FIG. 10A.

As described above in reference to the embodiments of
FIGS. 10A-10B, after data clusters of one or more cluster
types are generated, the clusters may be analyzed, alerts may
be generated, and analysis user interfaces may be generated
and presented to an analyst (for example, as shown in the
example user interfaces of FIGS. 11 and 12). In the embodi-
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ment of FIG. 10B described above, a given cluster is ana-
lyzed, conclusions are generated, and an alert score is gener-
ated according to analysis rules/criteria (and/or other rules/
criteria, for example, scoring rules) specific to a type of the
given cluster. FIG. 10C described above illustrates example
conclusions that may be used in the example applications of
the data analysis system described below in reference to
FIGS. 24A-24C, 25A-25B, 26 A-26C, and 27A-27C. Further,
FIGS. 24C, 26C, and 27C illustrate additional embodiments
of'user interfaces showing alerts, similar to the user interface
of FIG. 12 described above, as applied to the described
example applications of the data analysis system.

In the example methods described below in reference to
each of FIGS. 24A-24B, 25A-25B, 26A-26B, and 27A-27B,
in various embodiments, fewer blocks or additional blocks
may be included in the example methods depicted, or various
blocks may be performed in an order different from that
shown in the figures. Further, in various embodiments, one or
more blocks in the figures may be performed by various
components of the data analysis system, for example, server
computing system 110 (as described above), the cluster/rules
engine 120 (as described above), the user interface engine 126
(as described above), other components or aspects of the data
analysis system, and/or another suitable computing system.

XI. Example Application of the Data Analysis
System to Malware Threat Detection

FIGS. 24A-24C and 25A-25B illustrate various methods
and user interfaces of the data analysis system as applied to
malware threat detection, according to embodiments of the
present disclosure. Malware may include any software pro-
gram (and/or group of software programs) installed on a
computer system and/or a network of computer systems mali-
ciously and/or without authorization. When executed, an item
of malware may take any number of undesirable actions
including, for example, collection of private or sensitive
information (for example, personal data and information,
passwords and usernames, and the like), transmission of the
collected information to another computing device, destruc-
tion or modification of data (for example, accessing, modify-
ing, and/or deleting files), communication with other mal-
ware, transmission or replication of malware onto other
connected computing devices or systems, transmission of
data so as to attack another computing device or system (for
example, a Distributed Denial of Service Attack), and/or
hijacking of processing power, just to name a few. In most
cases such malware infects a computing device via a network
connection (for example, a connection to the Internet), and
communicates with another computing device or system (for
example, another Internet-connected computing device) to
accomplish its purpose. Oftentimes malware is well hidden in
the infected computing device such that it may not be detect-
able to an average user of the computing device.

Detection and removal of malware from infected comput-
ing devices and/or systems is a highly desirable, but often-
times challenging task. Detection of malware is of particular
importance to organizations (for example, businesses) that
maintain internal networks of computing devices that may be
connected to various external networks of computing devices
(for example, the Internet) because infection of a single com-
puting device of the internal network may quickly spread to
other computing devices of the internal network and may
result in significant data loss and/or financial consequences.
Traditional anti-malware software applications may detect
previously known malware on a single computing device, but
anetwork of computing device may remain vulnerable and no
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further information and/or related data items may be provided
to, for example, a user of the computing device.

The data analysis system may be used, as described below,
to automatically, efficiently, and effectively detect malware
activities on a network, and identify and cluster various data
items related to the detected malware. The clustered data
items may include, for example, particular computing devices
infected, users of those computing devices, and/or the like
(and as described below). Such a data cluster may be analyzed
by the data analysis system and an alert (including various
conclusions) may be generated and presented to an analyst.
The analyst may then efficiently review the alert, accurately
determine whether the alert indicates a malware threat (and
assess a level of the threat), and take action to remove the
malware from all infected computing devices. Further, as the
alert/cluster includes users (for example, data items repre-
senting users) associated with infected computing devices,
the analyst may determine particular users and user behaviors
that may have contributed to the malware infection, and miti-
gate future risks (through, for example, user education).

Assessment of the level of the threat associated with a
particular Alert (for example, generation of an alert score
and/or evaluation by an analyst) may be enabled by clustering
of'organizational and/or hierarchical positions or groups (also
referred to herein as “bands™) associated with the clustered
users. The organizational and/or hierarchical positions or
groups, or “bands,” may be specific to a particular embodi-
ment of the data analysis system and/or a particular organi-
zation for which data items are being analyzed and clustered.
For example, “bands” for a particular organization may
include “Senior Management” (including CEOs, COOs, and
the like), “Middle Management” (including Vice Presidents
and the like), “Lower Management” (including supervisors
and the like), and “Staff” (including other employees of the
organization). Other organizations may include other
“bands,” may include more or fewer “bands,” and/or users
may be organized into bands differently. Accordingly, in vari-
ous embodiments of the data analysis system as applied to
malware threat detection, various implementations of
“bands,” or organizational and/or hierarchical positions or
groups may be used, associated with users, and/or clustered.
In some embodiments, particular organizational positions are
associated with each user (for example, data item represent-
ing a user), and the data analysis system determines a band
associated with the organizational position based on one or
more rules or criteria.

In addition to the description below, examples of the data
analysis system as applied to detection of malware (including
seed generation, clustering, and cluster analysis and scoring)
are described in U.S. patent application Ser. No. 14/139,603,
previously incorporated by reference herein. Aspects of the
examples of clustering, analysis, and scoring described in
U.S. patent application Ser. No. 14/139,603 may be applied to
the embodiments of the data analysis system as applied to
malware threat detection described below.

As described below, the data analysis system may be used
in a network environment in which an internal network is in
communication with an external network. The system may be
used to determine whether any computer systems of the inter-
nal network have been infected by malware that is commu-
nicating with computer systems of the external network. Vari-
ous computerized devices may be included in the internal
network that may be capable of capturing and/or logging data
traffic between the internal network and the external network
including, for example, network routers, proxy devices, and/
or switches.
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a. Malware Threat Detection: Seed Generation

FIGS. 24 A and 25A are flowcharts showing example meth-
ods of seed generation of the data analysis system as applied
to malware threat detection, according to embodiments of the
present disclosure. The seed generation methods of FIGS.
24A and 25A may generally be understood to correspond to
block 910 (generate seed(s)) of the generalized process of
FIG. 10A. FIG. 24A relates to an embodiment of the data
analysis system in which seeds are generated based on
received suspected malware files, while FIG. 25A relates to
an embodiment of the data analysis system in which seeds are
generated based on external threat lists.

i. Internally Identified Seeds

As mentioned above, according to an embodiment seeds
may be generated by the data analysis system in the context of
malware threat analysis based on received suspected malware
files. Such an embodiment is described below in reference to
FIG. 24A.

Turning to the embodiment of FIG. 24 A, at block 2402 one
ormore suspected malware files (also referred to herein as file
data items) are received by the system. The file data items
(suspected malware files) may be submitted to the system, for
example, via a user interface and as described in reference to
block 102 of FIG. 1 of U.S. patent application Ser. No.
14/473,860, titled “MALWARE DATA ITEM ANALYSIS,”
previously incorporated by reference herein. In other embodi-
ments, file data items may be submitted for analysis based on
other factors, such as when a file data item is stored, accessed,
and/or updated on a storage device of the system. At block
2404 (of FIG. 24A), a basic analysis of the file data item is
initiated by the system. Examples of the basic analysis initi-
ated by the system are described in reference to block 106 of
FIG. 1 of U.S. patent application Ser. No. 14/473,860, titled
“MALWARE DATA ITEM ANALYSIS,” previously incor-
porated by reference herein. For example, MDS5 and SHA-1
hashes of the file data item may be determined, and/or a file
size of the file data item may be determined, among other
analyses. At block 2406 (of FIG. 24A), an external analysis of
the file data item is initiated by the system. Examples of the
external analysis initiated by the system are described in
reference to block 108 of FIG. 1 of U.S. patent application
Ser. No. 14/473,860, titled “MALWARE DATA ITEM
ANALYSIS,” previously incorporated by reference herein.
For example, academic analyses may be gathered, the sus-
pected malware file may be executed in a sandbox environ-
ment, third-party analyses (for example FireEye and/or Virus-
Total) may be run, files related to the file data item may be
gathered (for example, payloads delivered in the sandbox
environment), and/or the like. At block 2408 (of FIG. 24A)
any information and/or data generated by the basic and/or
external analysis of the file data item are associated with the
file data item. Such analysis data may be referred to herein as
“analysis information” and/or “analysis information items.”
Examples of associating analysis data with the file data item,
and examples of analysis information items, are described in
reference to blocks 110 and 112 of FIG. 1 of U.S. patent
application Ser. No. 14/473,860, titled “MALWARE DATA
ITEM ANALYSIS,” previously incorporated by reference
herein. For example, analysis information items associated
with the file data item may include calculated hashes, file
properties (for example, file name, file size, and/or the like),
academic analysis information, file execution information
(for example, effects of executing the file data item in a
sandbox environment such as file system and registry
changes, payloads delivered, and/or the like), third-party
analysis information, and/or the like.
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Turning again to FIG. 24A, at block 2410 a human ana-
lyst’s evaluation of the file data item is received by the system.
The analyst may provide the evaluation via, for example, a
user interface of the data analysis system as described in
reference to blocks 114, 120, and/or 122 of FIG. 1 of U.S.
patent application Ser. No. 14/473,860, titled “MALWARE
DATA ITEM ANALYSIS,” previously incorporated by refer-
ence herein. For example, the analyst may review the analysis
data associated with the file data item (for example, the exter-
nal analysis including files produced by the file data item,
actions taken by the file data item, URLs contacted by the file
data item, and/or the like), determine that the file data item is
likely to be malware, and may then mark the file data item as,
for example, “malicious.” In other embodiments the analyst
may mark the file data item as likely malware in other ways
suitable for the system to be notified that the evaluation
resulted in a finding that the file data item is likely malware.

At block 2412, when the system determines that the file
data item is not marked as “malicious” (and/or otherwise not
likely malware), the method proceeds to block 2414 where it
ends with respect to that submitted file data item. However,
when the system determined that the file data item is marked
as “malicious” (and/or otherwise likely malware), the method
proceeds to block 2416 where the file data item is designated
as a seed. Accordingly, the data analysis system may desig-
nate and use the file data items marked as “malicious” as
seeds.

In some embodiments, one or more aspects of the basic
and/or external analyses may or may not be initiated, and/or
may be initiated in a diftferent order. For example, the analysis
by third-parties may not be initiated. In various embodiments,
one or more aspects of the basic and/or external analyses may
be performed by the data analysis system and/or other com-
puter systems.

ii. Externally Identified Seeds

As also mentioned above, according to an embodiment
seeds may be generated by the data analysis system in the
context of malware threat analysis based on external threat
lists. Such an embodiment is described below in reference to
FIG. 25A.

Turning now to the embodiment of FIG. 25 A, at block 2502
one or more external threat lists are scanned by the system.
External threat lists may include one or more lists or feeds of
information related to malware threats. Such threat lists may
be available for free or for payment (for example, by subscrip-
tion) from third-party sources. For example, such threat lists
may be available from vendors of anti-malware and other
security software. Threat lists may comprise, for example,
blacklists provided by security services vendors. Threat lists
may comprise frequently, or continuously, updated feeds of
information on malware threats. Information provided by
such feeds may include, for example, names of malware files,
effects of or actions taken by malware files, hashes or other
identifiers of malware files, information transmitted or
received by malware files, domains or URLs which are con-
tacted by or which contact malware files, and/or the like. Such
threat lists are further typically accessible, hosted, and/or
stored by the third parties and may be accessible via a network
external to the internal network of the organization, for
example, accessible via the Internet. Such threat lists are
compiled and frequently updated by the third-party sources as
new malware is identified for any available source.

At block 2504, the system identifies, from the scanned
external threat lists, one or more external domains and/or
URLs. For example, URLs (or domains extracted from
URLSs) on one or more threat lists that are indicated as related
to malware threats (or other similar indicator) may be identi-
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fied for use as seeds. For example, a domain, such as
“examplemalwaredomain.com,” may be identified as being
contacted by a particular item of malware on the threat list.
Accordingly, such a domain may be understood to be related
to undesirable malware, or malicious, activity. Any such
domains and/or URLs are identified and extracted from the
external threat lists.

At block 2506, the system designates any identified
domains and/or URLs as seeds. Accordingly, the data analy-
sis system may designate and use the domains and/or URLs as
seeds. The designated domains and/or URLs may be referred
to herein as “external domain data items.”

b. Malware Threat Detection: Cluster Generation

FIGS. 24B and 25B are flowcharts showing example meth-
ods of cluster generation performed by the data analysis sys-
tem as applied to malware threat detection, according to
embodiments of the present disclosure. The cluster genera-
tion methods of FIGS. 24B and 25B may generally be under-
stood to correspond to block 920 (generate clusters(s)) of the
generalized process of FIG. 10A. FIG. 24B relates to an
embodiment of the data analysis system in which clusters are
generated based on file data items designated as seeds (as
described above in reference to FIG. 24A), while FIG. 25B
relates to an embodiment of the data analysis system in which
clusters are generated based on domains and/or URLs desig-
nated as seeds (as described above in reference to FIG. 25A).

i. Cluster Generation Based on File Data Items

As mentioned above, according to an embodiment clusters
may be generated by the data analysis system in the context of
malware threat analysis based on designated file data items.
Such an embodiment is described below in reference to FIG.
24B.

Turning to the embodiment of FIG. 24B, at optional block
2442, one or more data stores may be scanned by the system
to find any file data items marked as seeds (as described
above). Block 2444 of the flowchart of FIG. 24B indicates
that the following blocks (2446, 2448, 2450, and 2452) may
be performed for each of the file data items marked as seeds
(as described above in reference to FIG. 24A).

At block 2446, the system extracts from the file data item
any network indicators. Network indicators may include, for
example, domains, URLs, and/or any other indicator of net-
work communications. For example, a particular file data
item may include an indication of a connection to the domain
“http://maliciousdomainexample.com” as identified by the
file data item analysis described above (for example, the basic
analysis of block 2404 and/or the external analysis of block
2406 described in reference to F1G. 24 A above). Accordingly,
the system extracts such a domain, the domain being a net-
work indicator, from the file data item.

At block 2448, the system scans communications traffic
between the internal network and the external network to
identify any hosts (and/or other devices) of the internal net-
work accessing one of the extracted network indicators. Fur-
ther, the system scans for any communications to or from the
extracted network indicators. Such scanning may be accom-
plished, for example, via a network routers, proxy devices,
and/or switches as described above. Such scanning may be
ongoing, meaning that network communications traffic is
continuously monitored and connections are identified. Alter-
natively, network communication traffic may be periodically
or intermittently scanned. In another embodiment, network
communications traffic may be continuously (and/or periodi-
cally and/or intermittently) scanned or monitored and logged
in a data store. In this embodiment, the system may continu-
ously (and/or periodically and/or intermittently) scan the
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stored logs of the network communications traffic to identity
any hosts of the internal network accessing one of the
extracted network indicators.

Hosts of the internal network may include, for example,
computerized devices or systems (for example, servers, lap-
top computers, desktop computers, and/or the like). Hosts
may be identified according to, for example, an associated
computing device IDs, associated IP addresses, and/or the
like). Hosts of the internal network accessing extracted net-
work indicators are identified as potentially being infected by
malware associated with the respective network indicators.
Examples of hosts and monitoring of network communica-
tions are described in U.S. patent application Ser. No. 14/139,
603, previously incorporated by reference herein for all pur-
poses.

At block 2450, data items related to the file data item
marked as a seed, including the network indicators, identified
hosts, and users, are clustered by the system. Clustering of
data items may be accomplished as generally described above
(for example, by searching various data sources for related
data items and clustering those data items) as part of a clus-
tering strategy. In general, the seed file data item is added to a
cluster (for example, a data cluster is instantiated with an
initial file data item being the seed or the seed is initially
designated as the data cluster), and as related data items are
found (for example, the identified hosts, network indicators,
and/or related file data items, among others) they are added to
the cluster. As described above, clustered data items may be
related by, for example, sharing the same or similar proper-
ties, characteristics, and/or metadata, and are determined
based on rules of one or more clustering strategies, such as a
strategy that is particular to internal threat detection.

In the context of malware threat detection, data items that
may be clustered with a file data item seed may be referred to
as network-related data items, and may be related to the
network communications described above which may be
scanned and/or logged. Examples of such network-related
data items include, but are not limited to: users (for example,
persons having accounts on particular computer systems or
devices), organizational or hierarchical positions associated
with users, external Internet Protocol addresses, external
domains, external IP addresses associated with external
domains, external computerized devices or systems, internal
Internet Protocol addresses, internal computerized devices or
systems (also referred to herein as hosts), internal IP
addresses that connect to external domains, internal computer
systems that connect to external domains, other data items
(for example, data items drawn from threat lists and/or public
and/or private whitelists or blacklists, such as data items
representing malware, known bad domains, known good
domains, known bad IP addresses, and/or the like), host-
based events (such as, for example, virus scan alerts and/or
logged events, intrusion prevention system alerts and/or
logged events, and the like), and/or the like.

As described above, the system may iteratively generate
clusters such that previously clustered data items (and/or
properties, characteristics, and/or metadata related to those
clustered data items) may be used as criteria for further clus-
tering of related data items. For example, the cluster genera-
tion method may optionally repeat multiple times until, for
example, the clustering strategy is completed and/or no addi-
tional related data items are found by the system.

In general, each data cluster generated by the system in the
context of malware file data item threat detection corresponds
to a particular malware file (and/or group of related malware
files) as represented by the file data item. For example, when
a new file data item is submitted to the system and marked as
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a seed, if that file data item has previously been submitted as
a seed, that file data item may be merged into the cluster of the
previously submitted file data item. Such a determination that
the two file data items are the same may occur during seed
generation (as described above and in reference to U.S. patent
application Ser. No. 14/473,860, titled “MALWARE DATA
ITEM ANALYSIS”) or, alternatively, it may occur during
cluster generation (as described above). In some instances a
cluster may include multiple different file data items that are
related by, for example, a particular domain that both contact,
and/or one or more other characteristics.

As indicated in FIG. 24B, clusters may be generated peri-
odically as network communications traffic is continuously
logged and/or scanned. For example, a cluster may be initially
generated based on a seed file data item including a network
indicator “http://maliciousdomainexample.com,” and vari-
ous communications and related hosts and users may be clus-
tered. The cluster may then be periodically regenerated and/
or updated as new communications traffic from, for example,
one or more hosts may include further connections to “http://
maliciousdomainexample.com.” In this example, as new con-
nections are made by hosts to network indicators associated
with the cluster, those hosts and related data items are added
to the cluster via, for example, cluster updating and/or regen-
eration. Such cluster regeneration is described above in ref-
erence to blocks 1006 and 1008 of FIG. 10A. As described
above, clusters may be regenerated on a schedule, as needed,
and/or on demand.

As described above in reference to blocks 1002 and 1004 of
FIG. 10A, the system additionally analyzes generated clus-
ters, generates alerts, and provides alerts to the analyst via a
user interface. An example user interface is described below
in reference to FIG. 24C.

As indicated at block 2452 of FIG. 24B, and as described
above, as clusters are generated and regenerated, they may
then be reanalyzed and alerts may be updated, linked, and/or
merged.

Further examples of cluster generation and iterative clus-
tering are described in U.S. patent application Ser. No.
14/139,603, previously incorporated by reference herein for
all purposes.

ii. Cluster Generation Based on Domains/URLs

As also mentioned above, according to an embodiment
clusters may be generated by the data analysis system in the
context of malware threat analysis based on domains and/or
URLSs designated as seeds. Such an embodiment is described
below in reference to FIG. 25B.

Referring to FIG. 25B, block 2544 of the flowchart indi-
cates that the following blocks (2548, 2550, and 2552) may be
performed for each of the external domain data items desig-
nated as seeds (as described above in reference to FIG. 25A).

At block 2548, the system scans communications traffic
between the internal network and the external network to
identify any hosts (and/or other devices) of the internal net-
work accessing one of the external domain items. Further, the
system scans for any communications to or from the external
domain data items. This is generally accomplished as
described above in reference to block 2448 of FIG. 24B.

At block 2550, data items related to the external domain
data item, including the identified hosts and users, are clus-
tered by the system. This is generally accomplished as
described above in reference to block 2450 of FIG. 24B. As
described above, in the context of malware threat detection,
data items that may be clustered may be referred to as net-
work-related data items. In general, each data cluster gener-
ated by the system in the context of malware domain threat
detection corresponds to a particular malware (and/or likely
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malicious) domain or URL (and/or group of domains or
URLSs) as represented by the domain data item.

As described above, clusters may be regenerated and/or
merged as new domain data items are received and/or related
as the same as (or, alternatively, similar to) previously
received domain data items. Further, clusters may be gener-
ated periodically as network communications traffic is con-
tinuously logged and/or scanned.

As described above in reference to blocks 1002 and 1004 of
FIG. 10A, the system additionally analyzes generated clus-
ters, generates alerts, and provides alerts to the analyst via a
user interface. An example user interface is described below
in reference to FIG. 24C.

As indicated at block 2552 of FIG. 25B, and as described
above, as clusters are generated and regenerated, they may
then be reanalyzed and alerts may be updated, linked, and/or
merged.

In an embodiment, data items identified that relate to a
cluster (for example, additional communications and/or host
communications with a particular domain data item) are only
added to the cluster if they occur within a particular time span
as other clustered data items, or within a particular window of
time as other clustered data items. For example, in the
example of a same-day limitation, a cluster may include hosts
that communicated with a particular malicious domain on
July 17. When the system identifies new communications
between another host and the particular malicious domain on
July 17, the other host may be added to the cluster. However,
when the system identifies additional communications
between yet another host and the particular malicious domain
on July 18, the yet other host may not be added to the cluster.
Rather, a new cluster may be generated including the particu-
lar domain data item and the yet other host. Accordingly, in
this embodiment, clusters are not merged when events in
those clusters occur during different time periods (for
example, on different days).

c. Malware Threat Detection: Alert Generation/User Inter-
face

As mentioned above, in various embodiments the system
generates alerts corresponding to each generated cluster, and
provides an interface including those alerts, as described
above in reference to block 1002 and 1004 of FIG. 10A.
Generation of alerts, according to various embodiments,
includes analysis of the generated cluster based on analysis
rules/criteria specific to the type of cluster (in this example,
malware threat detection), generation of conclusions, and
generation of alert score(s), as described in reference to FIG.
10B above.

Examples of conclusion templates that may be applied by
the system in the context of malware threat detection are
shown in FIG. 10C described above. For example, “Internal
Threat Intel” lists examples of conclusion templates that may
be used with clusters based on file data items, as described
above, while “External Threat Intel” lists examples of con-
clusion templates that may be used with clusters based on
external domain data items, as also described above.

FIG. 24C illustrates an example data cluster analysis user
interface 2472 of the data analysis system as applied to mal-
ware threat detection, according to an embodiment of the
present disclosure. The analysis user interface 2472 is similar
to the analysis user interface 1202 described above in refer-
ence to FIG. 12. Accordingly, the description above in refer-
ence to FIG. 12 may be understood to apply to FIG. 24C,
where appropriate.

The analysis user interface 2472 includes header informa-
tion 2476 including a title indicating that this alert relates to
“Malicious Traffic by Malware.exe” (where “malware.exe”
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may be associated with a file data item identified as a seed, for
example), and was generated based on a cluster generated by
the “Internal Threats™ clustering strategy (for example, the
seed generation and clustering strategies described above in
reference to FIGS. 24 A-24B). An upper portion of the analy-
sis user interface 2474 is colored according to an alert score
generated for the cluster. The analysis user interface further
includes four conclusions 2478 (similar to the “Internal
Threat Intel” template conclusions listed in FIG. 10C) indi-
cating, for example, that “malware.exe” is related to three
network indicators (in this example, URLs), that twelve hosts
made connections to those URLs while 5 more hosts made
connection to domains and/or IPs related to those URLs (and/
or IPs and/or domains otherwise included in the cluster), that
5% of proxy traffic from those hosts was blocked and the last
connection made by a host to one of those URLs (and/or
domains and/or IPs) on Dec. 6, 2011, and that the proxy
device categorized 2% of the network traffic from those hosts
as “Malicious/Botnet.” As mentioned above, the conclusions
may further include, among other information, information
related to the “bands” associated with users, for example, a
highest band associated with any user in the cluster. (See, for
example, the conclusion template associated with “External
Threat Intel”: “Highest band was <z>") Further, the analysis
user interface includes various detailed information regarding
the cluster, including latest hosts 2480 in the cluster (which
information may include, for example, timestamps, host-
names and/or computing device IDs associated with hosts,
user accounts and IP addresses associated with those hosts at
the time of'the timestamp, and/or external URLs connected to
at the time of the timestamp, just to name a few), and latest
traffic in the cluster (similar to the description of FIGS. 12-13
above). Further, as described above, the analyst may select
“Show Logs” to view even further detailed information from
the cluster, as described above in reference to FIGS. 14-17,
for example.

As mentioned above in reference to FIG. 12, in an embodi-
ment, the analysis user interface 2472 may include user inter-
face elements (such as buttons) to add the cluster data items to
a graph and/or view the cluster data items in a graph or other
visualization, as described in various related applications
listed above and previously incorporated by reference herein.
Further, the system may enable an analyst viewing a graph of
data items to go to alerts representing clusters in which that
data item is included.

Advantageously, as described above and according to vari-
ous embodiments, the data analysis system may automati-
cally generate seeds related to malware threats, cluster vari-
ous data items related to those seeds, analyze those clusters,
generate human-readable conclusions, generate alerts and
alert scores, and display a user interface including various
information related to the alert and the cluster to an analyst.
The analyst may then efficiently evaluate the alert and deter-
mine whether the identified file data items or external domain
data item and related communications represent a malware
threat critical enough that is should be further investigated.
Various items of information generated by the system and
provided in the alert user interface assist the analyst in per-
forming the evaluation including, for example, the alert score,
the conclusions, and the easily accessible and filterable data
related to the cluster.

XII. Example Application of the Data Analysis
System to Network Intrusion Detection

FIGS. 26A-26C illustrate various methods and a user inter-
face of the data analysis system as applied to network intru-
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sion detection, according to embodiments of the present dis-
closure. An Intrusion Detection System (IDS) is a device or
application (for example, a software application) that moni-
tors traffic on a network of computing devices to identify
potentially malicious communications or activities. For
example, an IDS may be configured to detect communica-
tions initiated or received by malware (as described above),
identify malicious attempts to access a network without
authorization, identify malicious attempts to access a net-
work using stolen authentication information (for example,
stolen passwords), and/or the like. In general, an IDS logs
identified communications and/or activities, and provides
notifications or reports regarding those identified communi-
cations and/or activities. Such reports may be provided to, for
example, a network administrator such that the administrator
may review the logs and take action to prevent malicious
action, remove malware, and/or the like. Reports provided by
an IDS may include, for example, contents of a suspicious
communication, a source and destination of the communica-
tion (for example, a source IP address and a destination IP
address), and/or any other information related to the identi-
fied communication and/or activity. IDS’s may be located at
a single place in a network that is being monitored (for
example, at an access point between an internal network and
an external network, for example, the Internet), and/or at
multiple places in the network (for example, at each comput-
ing device on the network). In general, IDS’s are arranged in
a network such that traffic to and from all devices on the
network may be monitored. Usually IDS’s are employed such
that an organization may monitor traffic (and detect malicious
activity) within an internal network and between the internal
network and one or more external networks. Examples of
internal and external network communications, and various
malicious activities, are described above, for example, in
reference to FIGS. 24A-24C.

Protection of an internal network from malicious activity
can be a challenging task. Even when an IDS identifies poten-
tially malicious communications, and provides a report to an
administrator, the administrator often must then review net-
work logs and attempt to decipher what is going on, what
computing devices and/or addresses are involved, and
whether or not further action should be taken to protect the
network.

The data analysis system may be used, as described below,
to automatically, efficiently, and effectively, and based on an
IDS report, identify and cluster various data items related to
the IDS report. The clustered data items may include, for
example, internal and external network addresses (for
example, domains and/or IP addresses), host devices, users,
and/or other data items related to the IDS report (as described
below). Such a data cluster may be analyzed by the data
analysis system and an alert (including various conclusions)
may be generated and presented to an analyst. The analyst
may then efficiently review the alert, accurately determine
whether the alert indicates a threat (and assess a level of the
threat), and take action to neutralize the threat (for example,
by blocking communications to or from particular network
addresses (for example, addresses associated with external
computing devices from which an intrusion attempt origi-
nates), cleaning computing devices infected with malware,
securing computing devices that have been compromised,
and/or the like. Further, as the alert/cluster includes users (for
example, data items representing users) associated with com-
puting devices in the cluster, the analyst may determine par-
ticular users and user behaviors that may have contributed to
the intrusion attempt (and/or other malicious activity), and
mitigate future risks (through, for example, user education).
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As with the malware threat detection applications described
above, clustered data items in this application may include
organizational and/or hierarchical positions or groups (also
referred to herein as “bands™) associated with the clustered
users.

Further, as described above in reference to the malware
threat detection applications, examples of the data analysis
system as applied to detection of malware (including seed
generation, clustering, and cluster analysis and scoring) are
described in U.S. patent application Ser. No. 14/139,603,
previously incorporated by reference herein. Aspects of the
examples of clustering, analysis, and scoring described in
U.S. patent application Ser. No. 14/139,603 may be applied to
the embodiments of the data analysis system as applied to
network intrusion detection described below.

As described above and below, the data analysis system
may be used in a network environment in which an internal
network is in communication with an external network. Vari-
ous computerized devices may be included in the internal
network that may be capable of capturing, analyzing, and/or
logging data traffic between the internal network and the
external network including, for example, 1DS’s, network
routers, proxy devices, and/or switches.

a. Network Intrusion Detection: Seed Generation

FIG. 26 A is a flowchart of an example of a seed generation
method of the data analysis system as applied to network
intrusion detection, according to an embodiment of the
present disclosure. The seed generation method of FIG. 26 A
may generally be understood to correspond to block 910
(generate seed(s)) of the generalized process of FIG. 10A.

At block 2602, one or more Intrusion Detection System
(IDS) reports are received by the system. In the embodiment
of FIG. 26A, the IDS report(s) are received from one or more
IDS devices located within the internal network, and may be
provided by third parties. In another embodiment, the IDS(s)
may be integrated with the data analysis system and/or may
comprise one or more software applications installed on com-
puting devices of the internal network (for example, servers,
desktop computers, laptop computers, routers, proxy devices,
and/or the like).

At block 2604, the received IDS reports may optionally be
stored by the system in, for example, one or more data stores
as described above. Then, at block 2606, the IDS reports may
be scanned by the system to extract and/or parse information
from the IDS reports. Alternatively, the IDS reports may be
scanned by the system immediately and/or shortly after being
received, and the extracted and/or parsed information may
then be used by the system (as described below) and/or tem-
porarily stored in, for example, one or more data stores. In
various embodiments IDS reports may be scanned ona sched-
ule, as needed, and/or on demand (similar to the description of
blocks 10064, 10065, and 1006¢ of FIG. 10A given above).
For example, in an embodiment received IDS reports are
stored as they are received, and then periodically scanned. In
another embodiment, IDS reports may be scanned continu-
ously (for example, immediately or substantially immedi-
ately upon receipt) by the system.

Information extracted and/or parsed from the IDS reports
may include, for example, contents of (for example, data
associated with) a suspicious communication, a source and
destination of the communication (for example, a source IP
address and a destination IP address), and/or the like.

At block 2608, the system performs a WHOIS lookup on
the extracted source and destination IP addresses (and/or, for
example, source and destination domain addresses) associ-
ated with each IDS report so as to identify which address is
internal to the internal network and with address is external to
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the internal network. In general, a WHOIS lookup comprises
a query of a database of information related to various IP
addresses and/or domain addresses. The information pro-
vided in response to a WHOIS lookup may include, for
example, alocation of a computing device associated with the
address, registered users associated with the address, and/or
the like. In an embodiment, the WHOIS lookup may be
directed to a third-party WHOIS service provider. In another
embodiment, a WHOIS lookup service and/or database may
be maintained by the data analysis system.

Based on the response to the WHOIS lookup, the system
determines which of the addresses associated with a particu-
lar IDS report are external and which are internal. For
example, the WHOIS lookup may indicate that a computing
device associated with a particular IP address is located in a
country (and/or address) different from any in which the
organization’s network is located.

In another embodiment, the system may access to a list of
1P addresses associated with the organization. In this embodi-
ment, the system may compare IP addresses associated with
a particular IDS report to the list of IP addresses associated
with the organization to determine which IP addresses asso-
ciated with the particular IDS report are external and which
are internal. Information regarding 1P addresses associated
with, or assigned to, and organization may be accessed by the
system from, for example, the Internet Assigned Numbers
Authority, one or more Regional Internet registries, and/or
any other provider of IP address allocation and/or assignment
information provider.

Accordingly, in any of the embodiments described above,
the system may determine which IP addresses are external to
the internal network. Such addresses are referred to herein as
“external addresses” and, at block 2610, the system desig-
nates and uses those external addresses as seeds.

b. Network Intrusion Detection: Cluster Generation

FIG. 26B is a flowchart of an example of a clustering
method performed by the data analysis system as applied to
network intrusion detection, according to an embodiment of
the present disclosure. The cluster generation method of FIG.
26B may generally be understood to correspond to block 920
(generate clusters(s)) of the generalized process of FIG. 10A.
Block 2644 of the flowchart of FIG. 26B indicates that the
following blocks (2646 and 2650) may be performed for each
of'the external addresses marked as seeds (as described above
in reference to FIG. 26A).

At block 2646, the system clusters any data items that are
related to the seed including, for example, internal addresses
extracted from the IDS report (for example, internal IP
addresses and/or domain addresses), any other information
extracted from the IDS report, any information gathered via
the WHOIS lookups, hosts associated with the network
addresses, users associated with the hosts, and/or the like.
Additionally, other network traffic information clustered may
include information gathered from firewall devices and/or
routers of the network (for example, fingerprints, signatures,
and/or hashes associated with malware items and/or particu-
lar communications).

Clustering of data items may be accomplished as generally
described above (for example, by searching various data
sources for related data items and clustering those data items)
as part of a clustering strategy. In general, the seed file data
item is added to a cluster (for example, a data cluster is
instantiated with an initial clustered data item being the seed
or the seed is initially designated as the data cluster), and as
related data items are found (for example, the various data
items mentioned above and below) they are added to the
cluster. As described above, clustered data items may be
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related by, for example, sharing the same or similar proper-
ties, characteristics, and/or metadata.

In the context of network intrusion detection, data items
that may be clustered may be referred to as network-related
data items, and may be related to the network communica-
tions described above which may be scanned and/or logged.
Examples of such network-related data items include, but are
not limited to: users (for example, persons having accounts on
particular computer systems or devices), organizational or
hierarchical positions associated with users (referred to
herein as “band” levels and described above), external Inter-
net Protocol addresses, external domains, external IP
addresses associated with external domains, external comput-
erized devices or systems, internal Internet Protocol
addresses, internal computerized devices or systems (also
referred to herein as hosts), internal IP addresses that connect
to external domains, internal computer systems that connect
to external domains, other data items (for example, data items
drawn from threat lists and/or public and/or private whitelists
or blacklists, such as data items representing malware, known
bad domains, known good domains, known bad IP addresses,
and/or the like), host-based events (such as, for example,
virus scan alerts and/or logged events, intrusion prevention
system alerts and/or logged events, and the like), WHOIS
information associated with network addresses (for example,
geographical location information and/or registration infor-
mation), information extracted from IDS’s (as described
above), network firewall- and/or router-gathered information
(for example, fingerprints, signatures, and/or hashes associ-
ated with malware items and/or particular communications),
and/or the like.

As described above, and as indicated by decision block
2648, the system may iteratively generate clusters such that
previously clustered data items (and/or properties, character-
istics, and/or metadata related to those clustered data items)
may be used as criteria for further clustering of related data
items. For example, the cluster generation method may
optionally repeat multiple times until, for example, the clus-
tering strategy is completed and/or no additional related data
items are found by the system. When the clustering strategy is
complete, the method may continue to block 2650, as
described below.

In general, each data cluster generated by the system in the
context of network intrusion detection corresponds to a par-
ticular external address if the corresponding IDS reports were
received within a common time period (as described below).
For example, when a new IDS report is received by the sys-
tem, and a previously identified external address is re-identi-
fied in the new IDS report, that external address may be
merged into the cluster of the previously identified external
address (in an embodiment, subject to the time-period limi-
tations described below). Such a determination that the two
identified external addresses are the same may occur during
seed generation or, alternatively, it may occur during cluster
generation.

As indicated by block 2650, and as mentioned above, in an
embodiment clusters of data items based on common external
addresses may only be merged if the corresponding IDS
reports were received within a particular time period, time
span, or window of time (for example, on a same day, in a
same hour, and/or the like). For example, in the example of a
same-day limitation, a cluster may be based on an external
address that was extracted from an IDS report received on
July 17. When the system identifies that same external
address in a later received IDS report, if the later received IDS
report is also received on July 17, the external address (and
any related data items) may be merged into the same cluster.
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However, if the later received IDS report is received on July
18, a new cluster may be generated by the system and the
external address (and any related data items) may be added to
that new cluster. In another embodiment, no time limitation is
placed on cluster merging.

As mentioned above, seeds may be identified intermit-
tently (for example, on a schedule, as needed, and/or on
demand) and/or continuously as IDS reports are received.
Similarly, in various embodiments clusters and/or alerts (as
described above and below) may be generated, merged, and/
orregenerated intermittently and/or continuously as seeds are
identified/generated.

As described above in reference to blocks 1002 and 1004 of
FIG. 10A, the system analyzes generated clusters, generates
alerts, and provides alerts to the analyst via a user interface.
An example user interface is described below in reference to
FIG. 26C.

In general, alerts/clusters are generated/regenerated and
analyzed/reanalyzed as described above such that alerts are
may be updated, linked, and/or merged.

Further examples of cluster generation and iterative clus-
tering are described in U.S. patent application Ser. No.
14/139,603, previously incorporated by reference herein for
all purposes.

c. Network Intrusion Detection: Alert Generation/User
Interface

As mentioned above, in various embodiments the system
generates alerts corresponding to each generated cluster, and
provides an interface including those alerts, as described
above in reference to block 1002 and 1004 of FIG. 10A.
Generation of alerts, according to various embodiments,
includes analysis of the generated cluster based on analysis
rules/criteria specific to the type of cluster (in this example,
malware threat detection), generation of conclusions, and
generation of alert score(s), as described in reference to FIG.
10B above.

Examples of conclusion templates that may be applied by
the system in the context of network intrusion detection are
shown in FIG. 10C described above. For example, “IDS” lists
examples of conclusion templatess that may be used with
clusters based on external addresses, as described above.

FIG. 26C illustrates an example data cluster analysis user
interface 2672 of the data analysis system as applied to net-
work intrusion detection, according to an embodiment of the
present disclosure. The analysis user interface 2672 is similar
to the analysis user interface 1202 described above in refer-
ence to FIG. 12. Accordingly, the description above in refer-
ence to FIG. 12 may be understood to apply to FIG. 26C,
where appropriate.

The analysis user interface 2672 includes header informa-
tion 2676 including a title indicating that this alert relates to
“10 Outbound/Inbound IDS Reports To/From 7.23.0.1”
(where “7.23.0.1” may be an external IP address identified as
a seed, for example), and was generated based on a cluster
generated by the “IDS” clustering strategy (for example, the
seed generation and clustering strategies described above in
reference to FIGS. 26 A-26B). An upper portion of the analy-
sis user interface 2674 is colored according to an alert score
generated for the cluster. For example, in one embodiment the
upper portion is colored yellow to indicate a medium alert,
whereas a high alert may be associated with red coloring, and
a low alert may be associated with green coloring (or any
other coloring, formatting, or display settings). The analysis
user interface further includes four conclusions 2678 (similar
to the “IDS” template conclusions listed in FIG. 10C) indi-
cating, for example, that the computing device associated
with the external IP address is registered to Secret, Inc. based
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in China; that the external IP address triggered 10 IDS reports
related to 3 different host computing devices (on the internal
network); that the received IDS reports in the cluster spanned
10 hours, 5 minutes, starting at 12:35; and that the most
common signature associated with the traffic captures by the
IDS was EXAMPLE SIGNATURE. As mentioned above, the
conclusions may further include, among other information,
information related to the users of the identified hosts and/or
“bands” associated with the users, for example, a highest
band associated with any user in the cluster. Further, the
analysis user interface includes various detailed information
regarding the cluster, including latest IDS Report Reference
Numbers (for example, reference numbers associated with
most recently received IDS reports that are included in the
cluster) in the cluster. Further, as described above, the analyst
may select “Show Logs™ to view even further detailed infor-
mation from the cluster, as described above in reference to
FIGS. 14-17, for example.

As mentioned above in reference to FIG. 12, in an embodi-
ment, the analysis user interface 2672 may include user inter-
face elements (such as buttons) to add the cluster data items to
a graph and/or to display the cluster data items in a graph or
any other visualization, as described in various related appli-
cations listed above and previously incorporated by reference
herein. Further, the system may enable an analyst viewing a
graph of data items to go to alerts representing clusters in
which that data item is included.

Advantageously, as described above and according to vari-
ous embodiments, the data analysis system may automati-
cally generate seeds related to potential malicious network
activity (for example, intrusion attempts), cluster various data
items related to those seeds, analyze those clusters, generate
human-readable conclusions, generate alerts and alert scores,
and display a user interface including the various information
related to the alert and the cluster to an analyst. The analyst
may then efficiently evaluate the alert and determine whether
the identified malicious activities and related data items rep-
resent an intrusion threat (or other malicious threat) critical
enough that it should be further investigated. Various items of
information generated by the system and provided in the alert
user interface assist the analyst in performing the evaluation
including, for example, the alert score, the conclusions, and
the easily accessible and filterable data related to the cluster.

XIII. Example Application of the Data Analysis
System to Phishing Detection

FIGS. 27A-27C illustrate various methods and a user inter-
face of the data analysis system as applied to phishing threat
detection, according to embodiments of the present disclo-
sure.

The term “phishing,” as used herein, is a broad term
encompassing its plain and ordinary meaning and includes,
without limitation, all types of attempts to acquire sensitive
information (for example, private information, usernames,
passwords, credit card or other payment information, and/or
the like) from a target by false representation in a communi-
cation (especially, for example, in an electronic communica-
tion such as an email). For example, a malicious party (for
example, an individual, group of individuals, and/or organi-
zation) may send a phishing email to a customer of a bank
falsely representing that the phishing email is from the bank.
The phishing email may request that the customer click a link
or reply to the email with personal details, however in doing
so that customer would be disclosing sensitive information
not to the bank, but to the malicious party.
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Phishing “campaigns” may comprise coordinated and/or
large-scale efforts to dupe one or more targets by sending
multiple communications (for example, emails) to the one or
more targets. For example, many employees and/or custom-
ers of a particular organization, such as a bank, may all be sent
similar phishing emails as part of a phishing campaign.

Legitimate organizations, such as business, seeking to
establish the trust of their customers and to prevent disclosure
of sensitive information by their customers and/or their
employees to malicious parties have a strong interest in
detecting and combating phishing attempts and threats (in-
cluding phishing campaigns). Previous tools for combating
phishing have been limited at least in that much of the infor-
mation needed to assess the seriousness and extent of a phish-
ing effort were not accessible, or accessing such information
was difficult and time consuming.

Phishing attempts may threaten an organization on at least
two fronts: 1. phishing may target employees of the organi-
zation in an effort to get the employees to disclose sensitive
information about the organization (for example, usernames,
passwords, and/or the like) that may give a malicious party
access to even further sensitive information of the organiza-
tion and/or may allow the malicious party to access and
manipulate or destroy the organization’s data; and 2. phishing
may target customers of the organization in an effort to get the
customers to disclose sensitive information about themselves
(for example, usernames, passwords, credit card or other
payment information, and/or the like). Described below are
applications of the data analysis system to detecting phishing
efforts on both of the fronts mentioned above, according to
various embodiments.

In particular, the data analysis system may be used, as
described below, to automatically, efficiently, and effectively
detect phishing threats both internal and external to an orga-
nization, and identify and cluster various data items related to
the detected phishing threats. The clustered data items may
include, for example, related phishing emails received by
multiple individuals, links (for example, Uniform Resource
Locators (URLs) and/or the like) included in those emails,
and/or other data items. Such a data cluster may be analyzed
by the data analysis system and an alert (including various
conclusions) may be generated and presented to an analyst.
The analyst may then efficiently review the alert, accurately
determine whether the alert indicates a phishing threat (and
assess a level of the threat), and take action to combat the
phishing threat. Further, as the alert/cluster includes individu-
als (for example, data items representing users and/or cus-
tomers) associated with the phishing efforts (for example,
that received phishing emails and/or clicked on links in phish-
ing emails), the analyst may determine particular individuals
and individual behaviors that may have contributed to the
phishing threat, and mitigate risks (through, for example, user
education, warning individuals about the threat, preventing
access to sensitive information of affected individuals, and/or
the like). As with the malware threat detection applications
described above, clustered data items in this application may
include organizational and/or hierarchical positions or groups
(also referred to herein as “bands™) associated with the clus-
tered individuals.

Further, as described above in reference to the malware
threat detection applications, examples of the data analysis
system (including seed generation, clustering, and cluster
analysis and scoring) in various applications are described in
U.S. patent application Ser. No. 14/139,603, previously
incorporated by reference herein. Aspects of the examples of
clustering, analysis, and scoring described in U.S. patent
application Ser. No. 14/139,603 may be applied to the
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embodiments of the data analysis system as applied to phish-
ing threat detection described below.

In the context of the presently described embodiments, the
data analysis system may be used in a communications net-
work environment of an organization. Various devices and
software applications may be included in the communica-
tions network that may be capable of capturing and/or logging
data traffic between various devices of the communications
network and/or other computerized devices outside of the
network including, for example, network routers, proxy
devices, and/or switches.

a. Internal Phishing Detection: Seed Generation & Cluster
Generation

FIG. 27A is a flowchart of an example of a seed generation
and clustering method performed by the data analysis system
as applied to phishing threat detection, according to an
embodiment of the present disclosure. The embodiment of
FIG. 27A applies to detection of phishing threats to employ-
ees of an organization, referred to herein as “Internal Phishing
Detection.” The seed generation method of block 2702 (de-
scribed below) may generally be understood to correspond to
block 910 (generate seed(s)) of the generalized process of
FIG. 10A, while the cluster generation method of blocks
2704, 2706, 2708, 2710, 2712, and 2714 may generally be
understood to correspond to block 920 (generate clusters(s))
of the generalized process of FIG. 10A.

At block 2702, the system receives copies of one or more
potentially malicious (for example, phishing-related) emails
from employees of the organization. The copies of the emails
may be sent to a particular email address, or placed in a
particular electronic mailbox, of the organization designated
for receiving potentially malicious emails targeting the
employees of the organization. For example, employees may
have a user interface control (e.g., a “report spam/phishing”
button) as part of their email system that they can select in
order to report a particular email as a potential phishing
threat. In another embodiment, the system may automatically
scan electronic mailboxes of employees to identify potential
phishing emails. The system may then designate and use each
of the potentially malicious emails (whether received from
employees, scanned for, or otherwise obtained by the system)
as seeds. Emails in the context of the present disclosure may
be referred to as email data items.

Block 2704 indicates that the following blocks (2706,
2708, 2710, 2712, 2714, and 2716) may be performed for
each of the seeds (for example, email data items) designated
as described above in reference to block 2702.

At block 2706, the system identifies and extracts the sub-
ject and sender information from the email data item desig-
nated as the seed. The subject information of the phishing
email may be, for example, “Click this link!” The
sender information of the phishing email may include,
for example, a source email address such as “evil@
examplephishingdomain.com,” and may also include a name
associated with the source email address, such as “John Doe.”

At block 2706, the system clusters any other email data
items that are related to the seed based on the extracted
subject information or sender information. For example, the
system may cluster other email data items having a same (or,
alternatively, substantially the same or similar) subject infor-
mation as the seed email data item. Further, the system may
cluster other email data items having a same (or, alternatively,
substantially the same or similar) sender information as the
seed email data item.

Clustering of data items may be accomplished as generally
described above (for example, by searching various data
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sources for related data items and clustering those data items)
as part of a clustering strategy. In general, the seed email data
item is added to a cluster (for example, a data cluster is
instantiated with an initial clustered data item being the seed
or the seed is initially designated as the data cluster), and as
related data items are found (for example, the email data items
mentioned above and below) they are added to the cluster. As
described above, clustered data items may be related by, for
example, sharing the same or similar properties, characteris-
tics, and/or metadata (for example, subject and/or sender
information). Email data items to be clustered may be stored
in, for example, one or more data stores of the system or
another computing system. In an embodiment, the system
may access electronic mailboxes of the employees of the
organization to obtain email data items to be clustered by the
system. In an embodiment the email data items may be
obtained by the system on an ongoing or continuous basis and
the emails are transmitted though the communications net-
work.

In an embodiment, the system may require (e.g., based on
the Internal Phishing clustering strategy) that either the sub-
ject information or the sender information of an email data
item be the same or substantially the same as the seed email
data item for the email data item to be clustered. In another
embodiment, the system may require that both the subject
information and the sender information of an email data item
be the same or substantially the same as the seed email data
item for the email data item to be clustered. In yet another
embodiment, the system may operate on a spectrum that
determines a closeness of a match between either the subject
information or the sender information of an email data item
and the same as the seed email data item to determine whether
the email data item is to be clustered. For example, in one
instance the subject information may be completely different,
while the sender information may be very nearly the same. In
this example, the closeness of the match of both the sender
and subject would be weighed and the system may determine
that the email data item should be clustered. In another
example, the subject information may be very nearly the
same, while the sender information may be completely dif-
ferent. In this example, the closeness of the match of both the
sender and subject would be weighed and the system may
determine that the email data item should be clustered. In yet
another example, the subject information may be mostly dif-
ferent, while the sender information may also be mostly dif-
ferent. In this example, the closeness of the match of both the
sender and subject would be weighed and the system may
determine that the email data item should not be clustered.

In various embodiments portions of the sender information
and/or portions of the subject information may be
used to determine clustering, and various items may be
weighted differently in the determination. For example, an
email data item has a sender email address of “john@
examplephishingdomain.com,” while the seed data item
has a sender email  address of “sam@
examplephishingdomain.com.” In this example, while the
sender email addresses are different, the system may deter-
mine that because the domains of the two email addresses are
the same, the email data item should be clustered with the
seed email data item.

In various embodiments, two email data items having sub-
ject or sender information that is “substantially the same” or
“similar” to one another may be understood to mean that the
information need not be identical, but at least one or more
portions of the information should be identical in some
respect (for example, characters, structure, formatting, and/or
the like). For example, two subjects may be “substantially the

10

15

20

25

30

40

45

50

55

60

65

74

same” when both include at least a portion of characters that
are the same, such as “Click this link!” and “Click this link
now!” In another example, subjects may be “substantially the
same” when both are structured similarly, such as “Click this
button!” and “Select this link!”” The system may employ one
or more algorithms, such as machine learning algorithms to
determine whether the email data items match as described
above.

In general, each data cluster generated by the system in the
context of phishing detection may be considered to corre-
spond to a particular phishing campaign. This is because, for
example, all clustered email data items may be similar to one
another (for example, similar subject and/or sender), and may
be considered to be part of a coordinated and/or large-scale
phishing effort. Accordingly, when, for example, a new email
data item is received by the system that includes sender or
subject information similar to a clustered email data item, that
new email data item may be clustered/merged into the exist-
ing cluster. Such a determination that the two email data items
are to be clustered may occur during seed generation or,
alternatively, it may occur during cluster generation.

Phishing campaigns may be time dependent, for example,
many emails associated with a campaign may be sent out at
once (or within a short period of time). Accordingly, as indi-
cated in block 2708, in an embodiment clustered email data
items may be limited to a particular time period in addition to
having similar subjects or senders. For example, when a new
email data item is received by the system that includes sender
or subject information similar to a clustered email data item,
that new email data item may, in an embodiment, only be
clustered/merged into the existing cluster when, for example,
the two email data items were received either by the system or
by the original recipient, within a particular time period. In
various embodiments, the email data items may or may not be
clustered depending on being received, either by the system
or by the original recipient, within a particular time period,
time span, or window of time (for example, on a same day, in
a same hour, and/or the like). For example, in the example of
a same-day limitation, a cluster may be based on seed email
data item that was received by its recipient on July 17. When
the system later identifies a similar email data item, if the later
email data item was also received by its recipient on July 17,
the email data item (and any related data items) may be
merged into the same cluster as the seed. However, if the later
email data item was received by its recipient on July 18, a new
cluster may be generated by the system and the email data
item (and any related data items) may be added to that new
cluster. In another embodiment, no time limitation is placed
on cluster merging.

At block 2710, any subject or sender information associ-
ated with any clustered email data items may be identified and
added to the matching criteria for adding email data items to
the cluster, and, as indicated by decision block 2716, addi-
tional email data items may then be clustered based on those
new matching criteria. Accordingly, in the embodiment
shown in FIG. 27 A, the system may iteratively generate clus-
ters such that previously clustered data items (and/or proper-
ties, characteristics, and/or metadata related to those clus-
tered data items) may be used as criteria for further clustering
of related data items. For example, the cluster generation
method shown in block 2708 and 2710 may optionally repeat
multiple times until, for example, the clustering strategy is
completed and/or no additional related data items are found
by the system (as indicated by decision block 2716).

In another embodiment, the method of FIG. 27A may not
include block 2710 such that no additional clustering criteria
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are added. In another embodiment, the system may only
cluster email data items received from employees.

Continuing with the method illustrated in FIG. 27A, at
block 2712 the system parses and/or extracts any links, for
example, URLs, from the clustered email data items. These
URLs may then optionally be added to the cluster as addi-
tional data items. Such URLs are typically provided by the
malicious party in hopes that the target will click the URL and
visit, usually, a webpage on the Internet fraudulently prepared
to look like a legitimate webpage where the target should
disclose sensitive information. In another example, such
URLSs may link to a malware file that may be downloaded to
the target’s computing device when selected. In either case,
the system extracts such URLs, and monitors communica-
tions network traffic (as described above) so as to determine
whether any phishing email recipients have clicked any of the
URLs. Parsing and clustering of URLs may continue itera-
tively according to the clustering strategy, as described above
and as indicated by decision block 2716.

At block 2714, any such employees that clicked on any of
the parsed URLs are identified by the system. Such employ-
ees or users may be referred to herein to as “clickers.” Click-
ers are identified by the system by comparing the parsed out
URLSs to communications network traffic. Traffic to any of the
URLSs may be identified by the system, a source of the traffic
(for example, a network address and computing device asso-
ciated with that address) may be identified by the system,
users associated with that computing device (for example, an
employee that was logged on to the computing device when
the traffic was detected) are identified by the system, and/or
organizational information associated with the users (for
example, one or more “bands,” as described above) may be
determined by the system. This various information may be
referred to, in the context of the phishing detection, as phish-
ing-related information, and data items corresponding to this
information identified and determined by the system may be
clustered by the system

In the context of phishing detection, data items that may be
clustered may be referred to as phishing-related data items,
and may be related to the network communications described
above which may be scanned and/or logged. Examples of
such phishing-related data items include, but are not limited
to: users (for example, persons having accounts on particular
computer systems or devices), organizational or hierarchical
positions associated with users (referred to herein as “band”
levels and described above), external Internet Protocol
addresses, external domains, external IP addresses associated
with external domains, external computerized devices or sys-
tems, internal Internet Protocol addresses, internal comput-
erized devices or systems (also referred to herein as hosts),
internal IP addresses that connect to external domains, inter-
nal computer systems that connect to external domains, other
data items (for example, data items drawn from threat lists
and/or public and/or private whitelists or blacklists, such as
data items representing malware, known bad domains, known
good domains, known bad IP addresses, and/or the like),
host-based events (such as, for example, virus scan alerts
and/or logged events, intrusion prevention system alerts and/
or logged events, and the like), WHOIS information associ-
ated with network addresses (for example, geographical loca-
tion information and/or registration information), network
firewall- and/or router-gathered information (for example,
fingerprints, signatures, and/or hashes associated with mal-
ware items and/or particular communications), and/or the
like.

As indicated by decision block 2716, clustering may con-
tinue iteratively as new data items are added to the data

10

15

20

25

30

35

40

45

50

55

60

65

76

cluster, as described above and throughout the present disclo-
sure. Further examples of cluster generation and iterative
clustering are described in U.S. patent application Ser. No.
14/139,603, previously incorporated by reference herein for
all purposes.

In various embodiments, email data item seeds may be
identified intermittently (for example, on a schedule, as
needed, and/or on demand) and/or continuously as copies of
potentially malicious phishing emails are received by the
system. Similarly, in various embodiments clusters and/or
alerts (as described above and below) may be generated,
merged, and/or regenerated intermittently and/or continu-
ously as seeds are identified/generated.

As described above in reference to blocks 1002 and 1004 of
FIG. 10A, the system analyzes generated clusters, generates
alerts, and provides alerts to the analyst via a user interface.
An example user interface is described below in reference to
FIG. 27C.

In general, alerts/clusters are generated/regenerated and
analyzed/reanalyzed as described above such that alerts are
may be updated, linked, and/or merged.

b. External Phishing Detection: Seed Generation & Cluster
Generation

FIG. 27B is a flowchart of an example of another seed
generation and clustering method performed by the data
analysis system as applied to phishing threat detection,
according to an embodiment of the present disclosure. The
embodiment of FIG. 27B applies to detection of phishing
threats to customers of an organization from outside of the
organization, referred to herein as “External Phishing Detec-
tion.” The seed generation method of block 2742 (described
below) may generally be understood to correspond to block
910 (generate seed(s)) of the generalized process of FIG.
10A, while the cluster generation method of blocks
2744, 2746, 2748, 2750, 2752, 2756, 2760, and 2762 may
generally be understood to correspond to block 920 (generate
clusters(s)) of the generalized process of FIG. 10A.

At block 2742, the system receives copies of one or more
potentially malicious (for example, phishing-related) emails
from customers of the organization. The copies of the emails
may be sent to a particular email address, or placed in a
particular electronic mailbox, of the organization designated
for receiving potentially malicious emails targeting the cus-
tomers of the organization. The system may then designate
and use each of the potentially malicious emails as seeds.
Emails in the context of the present disclosure may be
referred to as email data items.

Block 2744 indicates that the following blocks (2744,
2746, 2748, 2750, 2752, 2756, 2760, and 2762) may be per-
formed for each of the seeds (for example, email data items)
designated as described above in reference to block 2742.

Blocks 2744, 2746, 2748, 2750, 2752, and 2756 proceed
generally as described above in reference to blocks 2704,
2706,2708,2710, 2712, and 2716 of FIG. 27A. For example,
foreach of the seed email data items (block 2744), subject and
sender information is identified (block 2746), email data
items are clustered (blocks 2748 and 2750), URLs are parsed
from the email data items and clustered (block 2752), and the
process continues iteratively (decision block 2756) as
described above. In contrast with Internal Phishing Detection
described above, generally the system does not have access to
customers’ electronic mailboxes for obtaining and clustering
additional email data items. In an embodiment, the system
may cluster email data items accessible from third-party ser-
vices, for example, services that provide spam and phishing
email protection. In an embodiment, extracted URLs may be
compared to identified malicious URLs provided by such
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third-party security services (including various blacklists, for
example), as described above in reference to the various
applications of the data analysis system. Additional informa-
tion related to the cluster may be obtained from such services
and added to the data cluster.

As described above, each of the clusters generated by the
system in the context of phishing detection may generally
relate to a phishing campaign. Accordingly, in an embodi-
ment, clustering/merging of email data items may be limited
according to time, as described above in reference to FIG.
27A.

In various embodiments, any other phishing-related data
items, as described above, may be clustered.

At block 2760, the system designates any clusters having
more than a threshold number of email data items as a cam-
paign (for example, a phishing campaign). For example, any
clusters having greater than two, three, four, or five (or, alter-
natively, any other number of) email data items may be des-
ignated as a campaign. Clusters designated as campaigns may
be referred to herein as “campaign clusters.”

Atblock 2762, further action may be taken by the system to
interact with third-party services regarding the campaign
clusters and/or information associated with the campaign
clusters, and/or to automatically generate and/or analyze
those clusters designated as campaigns. In an embodiment,
other phishing-related data items are only clustered with clus-
ters designated as campaigns. In another embodiment, the
system only analyzes and generates alerts for clusters desig-
nated as campaigns. In yet another embodiment, whether or
not a cluster is designated as a campaign is a factor weighed
in determining the alert score. In another embodiment, a
number of email data items in a cluster may be a factor in
determining an alert score.

As mentioned, further action taken by the system may
include interaction with one or more third-party services. For
example, the system may determine whether or not any
URLs/domains identified by the system were previously
identified on one or more blacklists provided by third-party
services. The system may accomplish this by comparing the
identified/parsed URLs and/or domains to any URLs/do-
mains provided on the one or more blacklists. In an embodi-
ment the system notifies the third-party services of any URLs/
domains not previously identified. In an embodiment, the
third-party services are only notified regarding URLs/do-
mains identified in relation to any campaign clusters.

In various embodiments, email data item seeds may be
identified intermittently (for example, on a schedule, as
needed, and/or on demand) and/or continuously as copies of
potentially malicious phishing emails are received by the
system. Similarly, in various embodiments clusters and/or
alerts (as described above and below) may be generated,
merged, and/or regenerated intermittently and/or continu-
ously as seeds are identified/generated.

As described above in reference to blocks 1002 and 1004 of
FIG. 10A, the system analyzes generated clusters, generates
alerts, and provides alerts to the analyst via a user interface.
An example user interface is described below in reference to
FIG. 27C.

In general, alerts/clusters are generated/regenerated and
analyzed/reanalyzed as described above such that alerts are
may be updated, linked, and/or merged.

c. Phishing Detection: Alert Generation/User Interface

As mentioned above, in various embodiments the system
generates alerts corresponding to each generated cluster, and
provides an interface including those alerts, as described
above in reference to block 1002 and 1004 of FIG. 10A.
Generation of alerts, according to various embodiments,
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includes analysis of the generated cluster based on analysis
rules/criteria specific to the type of cluster (in this example,
malware threat detection), generation of conclusions, and
generation of alert score(s), as described in reference to FIG.
10B above.

Examples of conclusion templates that may be applied by
the system in the context of phishing detection are shown in
FIG. 10C described above. For example, the “Internal Phish-
ing” and “External Phishing” lists show examples of conclu-
sion templates that may be used with clusters based on email
data items, as described above.

FIG. 27C illustrates an example data cluster analysis user
interface of the data analysis system as applied to phishing
threat detection, according to an embodiment of the present
disclosure. The analysis user interface 2772 is similar to the
analysis user interface 1202 described above in reference to
FIG. 12. Accordingly, the description above in reference to
FIG. 12 may be understood to apply to FIG. 27C, where
appropriate.

The analysis user interface 2772 includes header informa-
tion 2776 including a title indicating that this alert relates to
“Phishing Campaign 12”, and was generated based on a clus-
ter generated by the “Internal Phishing” clustering strategy
(for example, the seed generation and clustering strategies
described above in reference to FIG. 27A). An upper portion
of'the analysis user interface 2774 is colored according to an
alert score generated for the cluster. The analysis user inter-
face further includes four conclusions 2778 (similar to the
“Internal Phishing” template conclusions listed in FIG. 10C)
indicating, for example, that 9 senders (for example, mali-
cious parties sending phishing emails) sent emails that were
reported to the system (for example, to an email address such
as “Abuse@bank.com”) having subjects similar to “OPEN
THIS LINK!”; that the senders of those reported emails were
the senders of 55 emails to the organization between June 12
and June 13; that 45 employees received those emails and a
highest band of those employees was Senior Management;
and that 2 domains (or, alternatively, URLs) were extracted
from those emails and 12 likely clickers were identified.
Further, the analysis user interface includes various detailed
information regarding the cluster, including latest emails
received in the cluster and a list of the latest clicks on the
URLSs (including who the clickers are). Further, as described
above, the analyst may select “Show Logs” to view even
further detailed information from the cluster, as described
above in reference to FIGS. 14-17, for example.

As mentioned above in reference to FIG. 12, in an embodi-
ment, the analysis user interface 2772 may include user inter-
face elements (such as buttons) to add the cluster data items of
a graph, as described in various related applications listed
above and previously incorporated by reference herein. Fur-
ther, the system may enable an analyst viewing a graph of data
items to go to alerts representing clusters in which that data
item is included.

Advantageously, as described above and according to vari-
ous embodiments, the data analysis system may automati-
cally generate seeds related to phishing activities (for
example, malicious emails and/or phishing campaigns), clus-
ter various data items related to those seeds, analyze those
clusters, generate human-readable conclusions, generate
alerts and alert scores, and display a user interface including
the various information related to the alert and the cluster to
an analyst. The analyst may then efficiently evaluate the alert
and determine whether the identified malicious activities and
related data items represent an phishing threat (or other mali-
cious threat) critical enough that is should be further investi-
gated. For example, the analysis user interface of FIG. 27C



US 9,344,447 B2

79
indicates a fairly involved phishing campaign including a
significant number of employee clickers and recipients all the
way up to the Senior Management level. Accordingly, an
analyst is likely to quickly recognize that this phishing cam-
paign poses a serious threat to the organization and steps
should be taken to mitigate as immediately as possible. Fur-
ther, the analyst may have, in the example of FIG. 27C, all the
information immediately available to determine the proper
mitigation steps including, for example, domains and URLs
to block, the types of incoming emails to block, and employ-
ees to educate regarding phishing threats. Various items of
information generated by the system and provided in the alert
user interface assist the analyst in performing the evaluation
including, for example, the alert score, the conclusions, and
the easily accessible and filterable data related to the cluster.

ADDITIONAL EMBODIMENTS

Embodiments of the present disclosure have been
described that relate to automatic generation of memory-
efficient clustered data structures and, more specifically, to
automatic selection of an initial data entity of interest, adding
of'the initial data entity to the memory-efficient clustered data
structure, determining and adding one or more related data
items to the cluster, analyzing the cluster based on one or
more rules or criteria to generate human-readable conclu-
sions, and providing an interactive user interface to an ana-
lyst. As described above, in various embodiments, a gener-
ated cluster may include far fewer data items as compared to
a huge collection of data items that may or may not be related
to one another. This may be because, for example, data items
included in a cluster may only include those data items that
are related to one another and which may be relevant to a
particular investigation. Accordingly, in various embodi-
ments, processing of generated clusters may be highly effi-
cient because, for example, a given fraud investigation by an
analyst may only require storage in memory of a single cluster
data structure. Further, anumber of data items in a cluster may
be several orders of magnitude smaller than in the huge col-
lection of data items that may or may not be related to one
another because only data items related to each other are
included in the cluster.

Additionally, the automated analysis and scoring of clus-
ters (as mentioned above) may enable highly efficient evalu-
ation of the various data clusters by a human analyst. For
example, the interactive user interface us generated so as to
enable an analyst to quickly view critical data clusters (as
determined by the automated scoring), and then in response to
analyst inputs, view and interact with the generated informa-
tion (including, for example, the human-readable conclu-
sions) associated with the clusters. In response to user inputs
the user interface may be updated to display raw data associ-
ated with each of the generated clusters if the analyst desires
to dive deeper into data associated with a given cluster.

While the foregoing is directed to various embodiments,
other and further embodiments may be devised without
departing from the basic scope thereof. For example, aspects
of' the present disclosure may be implemented in hardware or
software or in a combination of hardware and software. An
embodiment of the disclosure may be implemented as a pro-
gram product for use with a computer system. The program(s)
of the program product define functions of the embodiments
(including the methods described herein) and may be con-
tained on a variety of computer-readable storage media. I1lus-
trative computer-readable storage media include, but are not
limited to: (i) non-writable storage media (e.g., read-only
memory devices within a computer such as CD-ROM disks
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readable by a CD-ROM drive, flash memory, ROM chips or
any type of solid-state non-volatile semiconductor memory)
on which information is permanently stored; and (ii) writable
storage media (e.g., hard-disk drive or any type of solid-state
random-access semiconductor memory) on which alterable
information is stored. Each of the processes, methods, and
algorithms described in the preceding sections may be
embodied in, and fully or partially automated by, code mod-
ules executed by one or more computer systems or computer
processors comprising computer hardware. The processes
and algorithms may alternatively be implemented partially or
wholly in application-specific circuitry.

The various features and processes described above may be
used independently of one another, or may be combined in
various ways. All possible combinations and subcombina-
tions are intended to fall within the scope of this disclosure. In
addition, certain method or process blocks may be omitted in
some implementations. The methods and processes described
herein are also not limited to any particular sequence, and the
blocks or states relating thereto can be performed in other
sequences that are appropriate. For example, described
blocks or states may be performed in an order other than that
specifically disclosed, or multiple blocks or states may be
combined in a single block or state. The example blocks or
states may be performed in serial, in parallel, or in some other
manner. Blocks or states may be added to or removed from the
disclosed example embodiments. The example systems and
components described herein may be configured difterently
than described. For example, elements may be added to,
removed from, or rearranged compared to the disclosed
example embodiments.

Conditional language, such as, among others, “can,’
“could,” “might,” or “may,” unless specifically stated other-
wise, or otherwise understood within the context as used, is
generally intended to convey that certain embodiments
include, while other embodiments do not include, certain
features, elements and/or steps. Thus, such conditional lan-
guage is not generally intended to imply that features, ele-
ments and/or steps are in any way required for one or more
embodiments or that one or more embodiments necessarily
include logic for deciding, with or without user input or
prompting, whether these features, elements and/or steps are
included or are to be performed in any particular embodi-
ment.

The term “comprising” as used herein should be given an
inclusive rather than exclusive interpretation. For example, a
general purpose computer comprising one or more processors
should not be interpreted as excluding other computer com-
ponents, and may possibly include such components as
memory, input/output devices, and/or network interfaces,
among others.

The term “continuous” as used herein, is a broad term
encompassing its plain an ordinary meaning and, as used in
reference to various types of activity (for example, scanning,
monitoring, logging, and the like), includes without limita-
tion substantially continuous activity and/or activity that may
include periodic or intermittent pauses or breaks, but which
accomplish the intended purposes described (for example,
continuous scanning may include buffering and/or storage of
data that is thereafter processed, for example, in batch and/or
the like).

Any process descriptions, elements, or blocks in the flow
diagrams described herein and/or depicted in the attached
figures should be understood as potentially representing mod-
ules, segments, or portions of code which include one or more
executable instructions for implementing specific logical
functions or steps in the process. Alternate implementations
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are included within the scope of the embodiments described
herein in which elements or functions may be deleted,
executed out of order from that shown or discussed, including
substantially concurrently or in reverse order, depending on
the functionality involved, as would be understood by those
skilled in the art.

It should be emphasized that many variations and modifi-
cations may be made to the above-described embodiments,
the elements of which are among other acceptable examples.
All such modifications and variations are intended to be
included herein within the scope of this disclosure. The fore-
going description details certain embodiments of the inven-
tion. It will be appreciated, however, that no matter how
detailed the foregoing appears in text, the invention may be
practiced in many ways. As is also stated above, it should be
noted that the use of particular terminology when describing
certain features or aspects of the invention should not be taken
to imply that the terminology is being re-defined herein to be
restricted to including any specific characteristics of the fea-
tures or aspects of the invention with which that terminology
is associated. The scope of the invention should therefore be
construed in accordance with the appended claims and any
equivalents thereof.

What is claimed is:

1. A computer system for protecting a computer network
from malware by providing for the efficient analysis of large
amounts of malware-related data, the computer system com-
prising:

one or more computer readable storage devices configured

to store:

a plurality of computer executable instructions;

one or more software modules including computer
executable instructions, the one or more software
modules including a cluster engine module, a user
interface engine module and a workflow engine mod-
ule;

a plurality of data clustering strategies based on rules
generated by the cluster engine module; and

a plurality of data cluster types, each data cluster type of
the plurality of data cluster types associated with a
data clustering strategy;

one or more cluster data sources configured to store:

a plurality of data items including at least:

file dataitems, each file data item associated with at least
one suspected malware file; and

malware-related data items associated with captured
communications between an internal network and an
external network, the malware-related data items
including at least one of: external Internet Protocol
addresses, external domains, external computing
devices, internal Internet Protocol addresses, internal
computing devices, users of particular computing
devices, or organizational positions associated with
users of particular computing devices; and

one or more hardware computer processors in communi-

cation with the one or more computer readable storage

devices and the one or more cluster data sources, and

configured to execute the one or more software modules

in order to cause the computer system to:

designate, by the cluster engine module, one or more
seeds by:

accessing, from the one or more cluster data sources, the
file data items;

calculating, for each file data item of the file data items,
at least one of a hash of the file data item or a hash of
an executed file data item, wherein the executed file
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data item was generated by an execution of the file
data item in a sandboxed environment; and
identifying one or more file data items based at least in
part on comparing the at least one hash of the file data
item or the executed file data item with a malware
threat list of hashes, and designating each of the iden-
tified one or more file data items as a seed;
for each of the file data items designated as a seed;
select, by the cluster engine module, a particular data
clustering strategy;
identify, by the cluster engine module, one or more
malware-related data items determined to be associ-
ated with the designated file data item seed based at
least on the particular data clustering strategy,
wherein the particular data clustering strategy per-
forms at least one of querying the one or more cluster
data sources or scanning network traffic to determine
at least one of: external Internet Protocol addresses
associated with the designated file data item seed,
external domains associated with the designated file
data item seed, external computing devices associated
with the designated file data item seed, internal Inter-
net Protocol addresses associated with the designated
file data item seed, internal computing devices asso-
ciated with the designated file data item seed users of
particular computing devices associated with the des-
ignated file data item seed, or organizational positions
associated with the determined users of particular
computing devices;
generate, by the cluster engine module, a data item clus-
ter based at least on the designated file data item seed,
wherein generating the data item cluster comprises:
adding the designated file data item seed to the data item
cluster;
identifying one or more of the network indicators that
are associated with the seed;
identifying one or more of the network-related data
items associated with at least one of the identified one
or more of the network indicators;
adding, to the data item cluster, the identified one or
more malware-related data items;
identifying an additional one or more data items,
including file data items and/or malware-related
data items, associated with any data items of the
data item cluster;
adding, to the data item cluster, the additional one or
more data items; and
storing the one or more data item clusters,
generating by the user interface engine module at least
one human-readable conclusion associated with at
least one generated data item cluster, wherein gener-
ating the at least one human-readable conclusion
comprises:
determining a particular data cluster type from the plu-
rality of cluster types based at least on the particular
data clustering strategy;
identifying one or more human-readable templates com-
prising pre-generated text, wherein the human-read-
able templates are based at least on predefined asso-
ciations between respective human-readable
templates and data cluster types;
automatically analyzing the data item cluster to generate
summary data according to rules, scoring algorithms,
or other criteria; and
populating the identified one or more human-readable
templates with data from the at least one generated
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data item cluster or summary data of the at least one
generated data item cluster;

cause presentation, by the user interface engine module,
of'the at least one generated data item cluster and the
at least one human-readable conclusion including the
populated pre-generated text data, in a user interface
of a client computing device; and

generate, by the workflow engine and the user interface
engine, an interactive workflow process to allow the
user to perform at least one of: select new seeds,
operate on existing seeds, generate new data clusters,
or regenerate existing clusters.

2. The computer system of claim 1, wherein each of the
data items of the data item cluster identify at least an internal
computing device, a user of the internal computing device,
and an organizational position associated with the user.

3. The computer system of claim 1, wherein the one or
more hardware computer processors are further configured to
execute the one or more software modules in order to cause
the one or more hardware computer processors to:

scan communications between the internal network and the

external network so as to identify additional malware-
related data items; and

store the additional malware-related data items in the one

or more cluster data sources.

4. The computer system of claim 3, wherein the commu-
nications are continuously scanned via a proxy.

5. The computer system of claim 1, wherein designation of
the one or more seeds further comprises determining one or
more network indicators associated with the identified one or
more file data items, the one or more network indicators
include at least one of an external Internet Protocol address or
an external domain.

6. The computer system of claim 5, wherein the one or
more of the network indicators that are associated with the
seed comprise network indicators that are contacted by the at
least one suspected malware file associated with the seed
when the at least one suspected malware file is executed.

7. The computer system of claim 1, wherein designation of
the one or more seeds further comprises determining whether
or not a respective file data item has been marked by a human
analyst as a seed.

8. The computer system of claim 7, wherein each of the file
data items is processed by the computer system by at least:

initiating an analysis of the file data item including the at

least one suspected malware file, wherein the analysis of
the file data item generates a plurality of analysis infor-
mation items including at least one of calculated hashes,
file properties, academic analysis information, file
execution information, or third-party analysis informa-
tion;

associating the plurality of analysis information items with

the file data item; and

generating a user interface including one or more user

selectable portions presenting various of the analysis
information items, the user interface usable by the
human analyst to determine one or more characteristics
of the file data item and to mark the file data item as a
seed.

9. The computer system of claim 8, wherein the file data
item is marked by a human analyst as a seed via a user
interface of the computer system.

10. The computer system of claim 8, wherein initiating
analysis of the file data item and generating the plurality of
analysis information items comprises:

initiating an internal analysis of the file data item; and

initiating an external analysis of the file data item,
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wherein the internal analysis includes analysis performed
by the one or more hardware computer processors, and
wherein the internal analysis includes at least one of
calculation of an MD3 hash of the file data item, calcu-
lation of a SHA-1 hash of the file data item, or calcula-
tion of a size of the file data item, and

wherein the external analysis includes analysis performed

by at least a second computer system, and wherein the
external analysis includes execution of the file data item
in a sandboxed environment and analysis of the file data
item by a third-party malware analysis service.

11. The computer system of claim 1, wherein:

the one or more computer readable storage devices are

further configured to store:

a plurality of data cluster analysis rules associated with a

respective data clustering strategy, and

the one or more hardware computer processors are further

configured to execute the one or more software modules

in order to cause the one or more hardware computer

processors to:

for each generated data item cluster:

access a plurality of data cluster analysis rules associ-
ated with the data clustering strategy;

analyze the data item cluster based on the accessed data
cluster analysis rules; and

based at least on the analysis of the data item cluster;

determine an alert score for the data item cluster; and

cause presentation of the determined alert score in the
user interface

generate one or more human-readable conclusions
regarding the data item cluster.

12. The computer system of claim 11, wherein the alert
score indicates a degree of correlation between characteris-
tics of the data item cluster and the accessed data cluster
analysis rules.

13. The computer system of claim 12, wherein a relatively
higher alert score indicates a data cluster that is relatively
more important for a human analyst to evaluate, and a rela-
tively lower alert score indicated a data cluster that is rela-
tively less important for the human analyst to evaluate.

14. The computer system of claim 12, wherein each alert
score for respective data clusters is assigned to a category
indicating a high degree of correlation, a medium degree of
correlation, or a low degree of correlation.

15. The computer system of claim 14, wherein the high
degree of correlation is associated with a first color, the
medium degree of correlation is associated with a second
color, and the low degree of correlation is associated with a
third color.

16. The computer system of claim 11, wherein the one or
more hardware computer processors are further configured to
execute the one or more software modules in order to cause
the computer system to:

for each generated data item cluster:

generate one or more human-readable conclusions regard-

ing the data item cluster;

generate an alert, the alert comprising a the alert score, the

one or more human-readable conclusions, the data items
associated with the data item cluster, and metadata asso-
ciated with the data items of the data item cluster.

17. The computer system of claim 16, wherein the one or
more hardware computer processors are further configured to
execute the one or more software modules in order to cause
the computer system to:

generate a second user interface including a list of user-

selectable alert indicators, an alert indicator being pro-
vided for each of the generated alerts, each of the alert
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indicators providing a summary of information associ-
ated with respective generated alerts.

18. The computer system of claim 17, wherein the one or
more hardware computer processors are further configured to
execute the one or more software modules in order to cause
the computer system to:

in response to a selection of an alert indicator by a human

analyst;

generate an alert display, the alert display including at least

an indication of the alert score and a list of the one or
more human-readable conclusions.

19. The computer system of claim 1, wherein the at least
human-readable conclusion further comprises a phrase or
sentence including one or more indications of summary or
aggregated data associated with a plurality of the data items of
the at least one generated data item cluster.
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